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Aerial Delivery 
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Natick, as well as among attendees from other Army commands and 
universities. 
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Natick Directorates: 
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BLUHM, et al. 

TITLE: Chemical Structure and Liquid Crystallinity in Stilbene Polycarbonates 
Aaron Bluhm, Dr., Jeffery Carbeck, Mr., Peggy Cebe, Dr., Heidi 

Schreuder-Gibson, Dr., and Walter Yeomans, Mr. 

ABSTRACT: High performance polymers and fibers are necessary in a wide variety of 
clothing and equipment that protect and sustain the soldier. The current work explores the 
relationship between molecular structure and physical properties of liquid crystalline poly
mer precursors to high strength fibers, films and composites. We have been evaluating 
stilbene polymers that are liquid crystalline within reasonable processing temperature ranges. 
Not all stilbene polymers are liquid crystalline. Liquid crystallinity depends upon the chemi
cal s tructure of the stilbene mesogen. Flexible spacer groups connecting the stiff stilbene 
mesogens also influence liquid crystalline properties. 

Three variations of a liquid crystalline stilbene polycarbonate have been synthesized. Of 
these variations, DMS polymer has never been made or characterized by any group before 
now. We find that HMS polymer is liquid crystalline and that DES polymer is amorphous. 

?H3 B B Thermal, microscopic and x-ray evidence will 
~c~oco-fcHf]-om]- be presente.d to show the influence of these 

H m n three chemical structures upon the presence of 
HMS liquid crystallinity. Apparently, the size of 

the allylic substituent affects chain packing 
during crystallization. Plans for synthesizing 
additional variations will be presented along 
with synthetic methods for accomplishing this 
study. 

BIOGRAPHY OF PRESENTER: Heidi 
L. Schreuder-Gibson 

PRESENT ASSIGNMENT: Research 
Chemist, Soldier Science Directorate, U.S. 
Army Natick Research, Development and 
Engineering Center 

PAST EXPERIENCE: Research Chemist, Solid Propulsion Division, U.S. Air Force 
Astronautics Laboratory 

DEGREES HELD: B.S. Chemistry, University of California, Irvine; Ph.D. Polymer 
Science, The University of Akron 
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BLUHM, et al. 

Chemical Structure and Liquid Crystallinity 
in Stilbene Polycarbonates 

Aaron Bluhm, Dr., Jeffery Cm·beck'~; Mr., Peggy Cebe*, Dr., 
Heidi Schreuder-Gibson, Dr., and Walter Yeomans, Mr. 

U.S. Army Natick Research, Development 
~nd Engineering Center, Natick, MA 01760 

INTRODUCTION 

The development of liquid crystallinity in polymers has advanced the properties of 
fibers and composites significantly since the e<ul y 1970s. 1 The current famil y of high 
strength aramid fibers (e.g. Kevlar®) are formed from the solution ordeting of liquid crystal
line polymers, called lyotrop ics. Recent research on polymer liquid crys tals has produced a 
second family that are called thermotropics of promising fiber-forming nature and are pro
cessed simply from the molten state without the aid of solvents . 

A fiber-to-fiber comparison of tensile modulus, breaking strength and elongation 
shows that lyotropic fibers and thermotropic fibers possess high stiffness and strength, Table 
1. The thennotropic class is a viable and promising family of polymers for the production of 
high perf01mance fibers. 

Table 1. Fiber Properties 

Fiber 
Young's Modulus 

(GPa) 
Tensile Strength 

(GPa) 

POLYETHYLENE 240 (Theoretical) 
Spectra® 900 117 2.5 
Spectra® I 000 172 3.0 
LYQTROPJCS 
Kevlar®29 74 2.9 
Kevlar®49 11 3 2.8 
Kevlar® 129 95 3.4 
PBZT 28 1 4.1 
THERMQTROPICS 
Vectran®-HS 65 2.8 
Veclnm®-M 52 1.1 
HIQH TENACITY THERMQPLASTTCS 
Nylon 6,6 12.5 1.0 
Polyester 18.5 1.4 

Breaking Strain 
(%) 

Density 
(glee) 

3.5 0.97 
2.7 0.97 

3.5 1.4 
2.4 1.4 
3.3 1.4 

1.6 

3.3 1.4 
2.0 1.4 

17.0 1. 1 
20.0 1.6 

*Materials Science nnd Engineering Department, Mnssachusetts Institute of Technology, Cambridge, MA 
02139 
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Thetmotropics are a newer technology (1970s) than lyotropics (1960s). Chemical 
structural optimization and processing variables have recently begun to produce commer
cially available fibers. 2 Resulting from the efforts to optimize thennotropics, relationships 
between chemical structural features and liquid crystalline (LC) ordering have been estab
lished. The LC state produces the high degree of chain alignment considered necessary for 
high-strength fibers. However, these polymer molecules are rigid and elongated, and crystal
lization can be more favorable than liquid crystal formation. Chain rigidity can entirely 
prevent crystallization as well; such polymers do not melt at all below the temperature of 
decomposition. Rigid polymer chains can be modified to lower the melting point, or even 
produce liquid crystallinity through the inclusion of flexible links , chemical kinks along the 
backbone, random substitution, or random copolymerization. 

Such chemical features can be easily incorporated into thermotropic LC polymers, 
melt processed, and tested. Stilbene based polymers have been used for such studies and 
have been reported to develop liquid crystallinity when copolymerized with flexible spacers. 

Unsubstituted stilbene polyesters3 

Methyl substituted stilbene polyesters4 

Methyl substituted stilbene polyethers5 

CH 3 0 0 

Methyl substituted stilbene polycarbonates6 -fg--<;:==t-@-~ {oa-1~cJ-
II n m 
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CII2CH3 0 0 

Diethyl substituted stilbene po lyesters7 [~_ ~~-II II J -c~r~=c-y-oc f-cHJ co -
CllzCH3 n m 

Diethyl substituted stilbene polymers have been reported to be amorphous by one source,4 

but liquid crys talline by another. 7 

Our work has focused on the understanding of structure development using an easily 
synthesized seti es of thermotropic polycarbonates that contain the rigid (mesogen) stilbene 
monomer. Through modification of the stilbene unit, we have been able to study the influ
ence of mesogen "bulk iness" on the development of order, and ultimately strength, in these 
polymers. 

EXPERIMENTAL 

The following polymers were prepared by condensation reaction of diols with 
diphenylcarbonates: 

~X{}-ogoccH,) ,ogot n 410, 12 

HMS (Hydroxy-ex-Methyl Sti lbene) Po lymer 

fo-f=~J!oc cH, l .. Jot 
CH3 m 

n = 4-10 

DMS (Dimethyl Stilbene) Polymer 

[ 

Cl-1 2 CH 3 0 . 0 t 
1--o--oll II 

C=C 1 \ CO(CH ) OCO I - 2 n n = 4-8 
CH2 CH3 m 

DES (Diethyl Stil bene) Polymer 

Variable lengths of the flexible methylene spacer uni ts were copolymerized stoi
chiometrically, regularly alternating with the sti lbene mo nomers. This was accomplished by 
first preparing alkylene diphenyl carbonates, accord ing to the procedure of Sato et al. 8 
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0 0 0 
11 pyr idin eo- II II -o\ n=4-10, 12 

HO- ( CH2 ) 11 -0H + 2 OCC I ... 1 \ OCO( CH2 ) nOCO 
CHC I 3 - -

Crude yields from this reaction were usually 90% or better, and the resulting diphenyl 
carbonates were recrystallized from methanol. 

Table 2. Alkylene (n) Diphenyl Carbonate Melting Points 

m Tm CCC) 

4 84-85 
5 44.5-45.5 
6 85.5-86.5 
7 34-35 
8 71.5-72.5 
9 41.5-42.5 
10 78-79 
12 81-82 

4.4'-dihydroxy-a-methyl stilbene (HMS) and 4,4'-dihydroxy-a,~-dimethyl stilbene 
(DMS) were prepared by a procedure similar to that of Zaheer et al.9 

0 CH3 

2 C}-oH + c 1 ~H- ccH3 + H2 so4 - - · Ho--Q--~=C~H 
R R 

R= H for HMS 
R= CH

3 
for DMS 

Condensation of phenol with the appropriate chloroketone produced HMS in 55% and DMS 
in 8% raw yields. The third mesogenic monomer, DES, is the commercially available 
hormone, diethylstilbestrol. Obtained from Aldrich, this monomer was recrystallized from 
toluene. HMS was purified by ethanol recrystallization foll owed by benzene extraction. 
DMS was purified by silica gel column chromatography with acetone/chloroform (5/95) 
eluent. Monomer purity, determined by thin layer chromatography and melting point, was 
essential to a successful polymerization reaction. 

5 
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Table 3. Stilbene Dial Melting Points 

Monomer Lit. Value12 eC) 

HMS 
OMS 
DES 

183-185 
193-195 
171-174 

181-182 
193-194 
171 

In the polymer synthesis,8 equimolar amounts of each monomer were combined 
with catalyst and heated without stirring to 190-200"C for 2-4 hours under N

2
• Pressure was 

then reduced and temperature increased to 210-220"C for 2-4 more hours. 

nJ'IL ~ _;1 \L_ S? S? _____1/10, Zn (OAc) fo- ~ _;1 \\._ q q t 
H'"' Q <:;=C Q OH+ (}-oco(CH2 )nOCO Q - -• 2 1_' <;:=C-o--OCO(CH2 )n0CO 

Y y m 

HMS: x=CH3 

OMS: x=CH3 

DES: x=CH
2
CH3 

y=H 
y=CH3 

y=CH2CH
3 

The final brown glassy so lid products recrys talli zed from chloroform to produce a 
powdery, sometimes fibrous polymer for HMS and OMS, in yields of 40-60% for HMS 
polymers and DMS polymers. Yields of 40-70% for DES polymers were achieved, but only 
soft mbbery or resinous product was isolated from the chlorofonn workup. 

Elemental analysis of the HMS polymer series shows that the expected products 
were achieved. Chemical structure for HMS, OMS, and DES polymers were verified by 
proton NMR and IR as well. 

Table 4. Elemental Analysis of HMS Polymers 

Calculated % Actual% 

SamQle c H 0 c H 0 
HMS-4 68.47 5.47 26.05 68.58 5.48 26.05 
HMS-5 69.10 5.80 25.10 69.04 5.85 25.16 
HMS-6 69.68 6.10 24.21 69.54 6.09 24.43 
HMS-7 70.23 6.38 23.39 69.98 6.37 23.29 
HMS-8 70.74 6.65 22.61 70.65 6.65 22.86 
HMS-9 71.21 6.90 21.89 71.24 6.97 21.75 
HMS-1 0 71.66 7.13 21.21 71.35 7.24 21.62 
HMS-12 72.48 7.55 19.97 72.78 7.64 19.32 
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Polymer molecular weights were found to be mainly within the expected range for a 
polycondensation reaction. Both free radical (simple termination) and condensation reac
tions produce polymers of molar mass dispersions of around 2 . Size exclusion chromatogra
phy was used to determine molecular weights for the chloroform-soluble polymers. Polycar
bonate broad standards were used to calibrate the runs. Data variability due to baseline 
problems is reported below for two of the samples, HMS-4 and HMS-5. 

Table 5. Polymer Molecuhu· Weights 

Sample Mn Mw Mw/Mn 

HMS-4 6,786 40,059 5.9 
HMS-5 5,289 13,056 2 .5 
HMS-6 3,400 7,700 2.3 
HMS-7 7,400 29,100 3.9 
HMS-8 6,000 15,100 2.5 
HMS-9 4,700 7,600 1.6 
HMS-10 6,200 13,300 2.1 
HMS-12 3,500 27,300 7.7 
DES-5 2,038 6,319 3.1 
DES-6 4,766 7 ,002 2.9 
DES-7 4,946 7,350 1.5 
DES-8 6,823 13,412 2.0 

EXPERIMENTAL RESULTS 

Them1al Characterization. Differential scanning calorimetry (DSC) studies of the 
stilbene polycarbonates indicated the presence of some liquid crystalline features. Not all of 
our polymers were liquid crystalline. Not all of them were crystalline. 

In general, DSC measurements verify the presence of the following features of 
polymers: glass transition temperatmes for amorphous polymers, or the amorphous fraction 
of semicrystalline polymers; crystal melting points and energy associated with melting; and 
liquid crystalline temperature ranges, existing between the melting of the three-dimensional 
crystalline structure and the melting of the less ordered, two-dimensional liquid crystalline 
structure. 

Thermal transitions for HMS-5 through -12 are shown in figures 1 and 2. The 
scans shown in these figures are obtained from samples that have been heated to 200°C. The 
first cooling exotherms and the following melting endotherms are presented. These transi
tions appear as sharp exotherms during the first cooling cycle and as broad endotherms 
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during the second heating scan. These thermal transitions are rep roducible after the first 
heating step. Typically, liquid crystalline transitions exist as sharp doublets for simple liquid 
crystals and as broader, less well defined doublets for polymetic liquid crystals. Such double 
melting transitions occur as a result of a lower temperature transition due to the crystal-to
liquid crystal transformation, and a higher temperature liquid crystal-to-liquid transition. 
Notable features in our HMS polymer series include the high temperature shoulder on the 
exotherms of HMS-5, -6, -7, -9, and -10, a double exotherm for HMS-12, and a hint of a 
double endotherm for HMS-5, -7, -8 and -12. It is expected that these semiflexible polymer 
chains require a significant amount of time to organize into the liquid crystalline state, which 
may not be realized in the rapid heating and cooling cycles performed by DSC rates of 10°C/ 
min. Therefore, not all of these samples as tested show the features indicative of an interme
diate mesophase between crystal melting and full isotropization. 

n 
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Q) 0.8 I 
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0.0 ~------------------
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Figure 1. DSC exothcrms for HMS-4 through - l 0 and -12. First cooling at - I0°C/min. 
All scans plotted to scale and placed arbitrarily along ordinate. 

Note: some scans contain large area factor differences. 
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Figure 2. DSC endothenns for HMS-4 through -10 and -12. Second heating at l0°C/min. 

Annealing studies verify the time dependence of the mesophase f01mation. Shown 
in figure 3, annealing of HMS-5, HMS-7, and HMS-8 produces multiple sharp endotherms, 
indicative of mesophase fonnation. Annealing temperatures were applied near the crystalli
zation transition temperatures for these polymers fo r 15 minutes. Cooling to room tempera
ture followed by heating produces a sharp endotherm for HMS-5 at 16l°C, which is higher 
than the endotherm (156"C) without annealing. Similar sharpening and rising occmTed for 
HMS-7 and -8. This means that the crystal perfection can be improved by just a short 
anneal. Minor exothermic deprutures occur at the an nealing temperatures of 154°C for 
HMS-5, 154°C for HMS-7 and 144°C for HMS-8. 
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Figure 3. DSC henti ng curves of HMS-5, -7 .and -X, bel'ore and after annealing treatment. 
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OMS polymers, featuring a disubstituted stilbene mesogen, show lower transition 
temperatures and broader peaks on cooling (figure 4) and on reheating (figure 5) than the 
HMS polymers. During the second heating of the samples, only the DMS-7 shows a double 
endothetm. Notably, DMS-5 exhibits no distinc t transition temperatures, similar to the 
behavior of HMS-4. Apparentl y, a suppression of c hain organi zation can be seen for the 
polymers of shorter alkyl spacer lengths, such as DMS-5 and HMS-4. The size of the alkyl 
spacer group is an important variable, since it enables positional ordering of the tigid stilbene 
meso gens. A flexible spacer can be too long to promote mesogen alignment above the 
crystalline melting temperature, or too short to allow mesogen orientation, resulting in an 
intractable solid with no melting or softening before decomposition. 

This preliminary compari son of the HMS and OMS series shows that for both types 
of polymers, the exothermic response ex ists at lower temperatures than the endothermic 
response, an effect seen as melting point superheating. On the whole, HMS polymer melting 
superheats by roughi'y 20°C at the 10°C/minute hea ting and cooling rates. The DMS poly
mers of short alkyl spacer lengths of -6 and -7 superheat by 20-25°C. But longer spacer 
lengths of DMS develop considerable superheating (by 35 to 60°C) before melting occurs. 
The reference state for superheating is the previous cooling history. Superheating occurs 
when crystals melt at a temperature higher than the fom1atio n of the crystals. The more 
extensive superheating in the OMS polymers is an indication that the bul ky, disubstituted 
mesogen is more difficult to order into a crystalline structure than the monosubstituted 
meso gen. 
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Figure 4. DSC exotherrns for DMS-5 through -10. First cooling at -IO•C/rn in. 
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Figure 5. DSC endothenns for DMS-4 through - I 0. Second healing at I Q•C/min. 
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Figure 6. Glass transition temperatures of DES-4 through -8 and -10. 
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Further comparison can be made in terms of the size of the stilbene substituent: methyl 
vs ethyl disubstitution. For our polymers, the DES mesogen cannot order into a crystalline 
structure at all. Clear glass transition temperatures are apparent, and are found to follow an 
expected trend. Building increased flexibility into the DES polymers via alkyl spacer lengths 
decreases the glass transition temperature as shown in figure 6. Presented here are the scans 
of the polymer glass transition temperatures obtained after a first heating to 200°C, a first 
cooling at -20°C/min, a second heating at 20°C/min, and a second cool at 10°C/min. Shown 
in the insert are the glass transitions extrapolated to an effective heating rate of 1 °C/min from 
a set of scans at 20, 10 and 5°C/min for each polymer. 

(a) (b) 

Figure 7. Polarized optical micrographs of a) para azoxy anisole heated to l19°C, magnification 190X; and b) 

HMS-5 cooled to 50°C from the melt, magnification 243X. 

Polarizing Optical Microscopy can be used to confirm DSC evidence of liquid 
crystallinity. When a thin film of liquid crystalline polymer is observed between crossed 
polars, a nematic structure is seen to produce dark "threads" at extinction positions within the 
mesophase, resulting in a characteristic schlieren texture. For our polymers, thin films are 
produced by placing a drop of concentrated solution of polymer onto the microscope slide, 
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shearing the solution, and removing the solve nt under vacuum. Shown in figure 7 are the 
patterns observed for a s imple nematic liquid crystal prepared from the melt-- para azoxy 
anisole, and for our polymer, HMS-5, prepared by solvent casting. The scale of the textural 
pattern is very much smaller for polymers, which typically develop textures that are an order 
of magnitude smaller than simple LC textures. 10 

We found this scale of texture to be inconvenient for identifying crystal types and 
could not with certainty determine whether observed disclinations were caused by three
dimensional spherulite crystals or two-dimensional liquid crystallinity. It is likely that 
primary crystallization is superimposed onto a liquid crystalline texture. We observed in all 
polymer specimens a dense pattern of interference within the temperature ranges of the broad 
endothenns of the HMS polymers. The onset of a number of features see n under polarized 
light, such as melting of the original crys talline powder or semicrystalline film, 
isotropization (clearing), recrystalli zation upon cool ing, and an unusual field color change, 
occurs in the appropriate ranges of thermal transi ti ons, as measured by DSC at the same 
10°C/minute scanning rate. In all samples, we found thht upon melting a crystalline powder 
or solvent cast film, a me lt formed film produced a f ine grainy pattern that persisted below 
the clearing temperatures. 

Evidence of primary crystallization was apparent for the HMS polymers when thin 
films of solvent-cast polymers were prepared and examined. Fibrillar su·uctures occur in 
HMS-5, -6 , -7, and -8 with HMS-5 and -6 having the larger-scale, coarser arrays of fibril 
clusters. HMS-4, -9 , -10, and -12 had grainy birefringence and no fibrillar clusters ; or if this 
higher orde r structure deve loped in these materials, they were too small to be resolved by 
this technique. 

Upon cooling f rom the isotropic me lt, a sample of HMS polymer would first de
velop a texture of black threads in a white fie ld, but upon continued cooling, the white field 
would turn distinctly yellow. There was no pattern change corresponding to this effect. 
There are two possible reasons for a color change corresponding to longer wavele ng th: 
birefringence changes in the sample, or sample thickening as a function of temperature. A 
color change from white to yellow upon cooling indicates that the color change cannot be 
due to thickness increases, because the sample is certainly thinning as the polymer is cooled. 
The sample is changing in birefringence, possibly due to a crystallization event. 

These optical observations are depicted for the HM S-5 sample in figure 8. The 
DSC heating and cooling cycle shows a very shallow endothe rm betwee n 90 and 130°C. 
Microscopic observations of HMS-5 place the onse t of crystal me lting at m·ound ll0°C. 
Nematic threads appear by 165oC. Clearing to the iso tropic me lt occurs at 182°C. Upon 
cooling, threads deve lop from the dark isotropic liquid at 158oC and increase in contrast as 
the field turns white and black. The field color changes to yellow at 140°C. This color with 
the black threaded pattern persists to room temperature and remains unchanged with time. 
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Figure 8. DSC scan of HMS-5 , first cool followed by second heal at iO"C/min. Microscopic features noted. 

Real-Time X-Ray Scatterin g was performed on the HMS polymers to elucidate the 
su·uctures that might have produced the observations of high temperature shoulders on the 
cooling exothenns, the yellowing of the birefringent polymer films, and the general packing 
distances of the chains in the bulle. 

X-ray scattering allows the determination of the packing arrangement and interchain 
distances of polymer chain segments. The wide angle scattering regime provides informa
tion on size scales ranging from 1A to 20A. Real time X-ray scattering wa~ performed on 
HMS polymer samples as they were cooled so as to observe the developme nt of structure 
from the isotropic melt state. In order to obtain information during ciystallization, the 
detection time must be very short. This requires a high inte nsity source of X-radiation, and 
for our experiments we used the Brookhaven National Synchrotron Light Source, NSLS. 

The X1 2B beam line at NSLS was used to obtain X-ray scattering data at high 
temperatures in beam transmission mode. The X-ray beam passed through a hot stage con
taining the sample film. HMS polymer films were prepared by sealing powder between two 
pieces of Kapton® tape, heating to the melt, then cooling at 5°C/min c!Uling the measurement. 

Structure development was observed in these polymers using the scattering of 0.91A 
wavelength X-rays. All HMS polymers sho w two strong scatte1ing peaks, similar to those of 
HMS-8 in figure 9, which may have their origin in the separation distance for the packing of 
molecules with anisomeu·ic (possibly oval) cross-sections. These spacings are the conect 
size of interchain distances and are much smaller than the sizes of the monomer units along 
the chain. Some of the HMS polymers show additional peaks whic h are rather weak in 
comparison to the two major peaks. This structure is not very charactetistic of isotropic 
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melt-ctystallized thermoplastic polymers. Unoriented thermoplastics usually show broader 
and many more scattering peaks. Such sharp and spru·se peaks are produced in highly ori
ented thermoplastic films and in the liquid crystal polymers, Vectra® and Xydar®. Based on 
additional scattering done in reflection, as described below, we find that the 
samples are not preferentially orienting in a monoclomain so as to present only a few peaks. 
The two sharp reflections are strong indications of liquid crystallinity. 
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Figure 9. HMS-8 X-ray scattering peaks appear as the sample is cooled from 153°C at -5°C/min. 

Wide Angle X-ray Scattering, described below, provided data which confirmed an 
odd-even alternation in properties for the HMS polymers. A weak odd-even effect was 
evident upon close examination of the DSC data. Plots of the melting points, figure 10, from 
DSC profiles of the HMS polymers of flexible spacer length, n, show that an alternation of 
melting temperatures occurs for polymers of n = 4-8. Other investigators report that even
numbered spacer lengths within the polyme r backbone promote high temperature melting, 
while odd-numbered spacers result in low temperature melting stilbene polymer esters. 11 
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Figure 10. Melling points delermined by DSC for HMS-4 though -1 0 and -12 at 10°C/min 
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Our stilbene polycarbonates show the reverse trend . This could signify a key difference 
between the ester and carbonate linkages. We also find that the stilbene polyesters melt at 
significantly higher temperatures than stilbene polycarbonates. 

Wide angle X-ray measurements made at room temperature on melt-cast polymer 
films with a 1.54A X-ray wave length in the reflection mode produced d-spacings for each 
HMS polymer, shown in figure 11. These d-spacings, which are presumably the interchain 
distances, alternate regularly with the value n of the number of methylene units in the flex
ible spacer group. For HMS-5 through -8, d-spac ings for eve n-numbered HMS polymers are 
larger than for odd-numbered polymers. Evidently, HMS-odcl polymers have closer 
interchain packing than HMS-even polymers. 
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Figure II . d-spnc ings for HMS polymers of alkyl chain length , n. 

Molecular Model in ~ of HMS-5 polymer was used to confirm the X-ray measured 
interchain distances for lowest energy conformations of the backbone. Molecular mechanics 
calculations were perfonned using the Biosym molecular simulation program, Discover® and 
the Insight® molecular graphics package. Molecular fragments of stilbene, carbonate and 
pentane were constructed using Insight®, and then the structures were energy minimized 
using Discover®. The force fie ld supplied by the software included nonbonded van der 
W aals and electrostati c interactions as we ll as the bond length, angle, and torsional param
eters . 
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a b 
Figure 12. a) minimum nnd b) mnximum energy conformntions for single HMS-5 repeat unit. 

It has been found that the HMS-5 fragments wi ll accommodate an interchain dis
tance on the order of 4A in their minimum energy configuration , above in fi gure 12. This 
results in an interesting limitation, ho wever. Within these interchain distances, stilbene 
phenyl ring rotation cannot occur without significant intennolecular interactions dming the 
liquid crystalline phase. One possible reason for the mesogenic character of the stilbene 
monomer is the rotation of the phenyl rings in the structure, allowing favorable packing 
distances that promote the mesophase. Molecular modeling demonstrates that phenyl rota
tion is severely res tricted: full ring rotation is e nergetica ll y unfavorable. The steric interac
tion with the phenyl rin g and the adjacent carbonate group results in significan t rotational 
distortion of the carbonate group and the entire pentane group. Figure 13 shows the change 
in energy as the phenyl ring adjacent to the carbonate group is driven through the angle~ 
from the minimum energy configuration. 
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The maximum energy for phenyl rotation in a-methyl stilbene is 17.5 kcal/mole. In 
comparison, phenyl ring rotation results in calculated energy barriers on the order of 10.4 
kcal/mole for glassy polycarbonate (bisphenol-A) and 3 kcal/mole for its amorphous state. 
For HMS polymers, intermolecular interactions would result in even higher barriers for ring 
rotation. 

SUMMARY 

Polymers based on a-methyl stilbene, a,0-dimethyl stilbene and a,0-diethyl stil
bene have been synthesized with flexible spacer groups of methylene numbers, n = 4-10 and 
12. 

Among these polymers, HMS-5 through -10 and -12 appear to be liquid crystalline, 
showing broad melting endotherms, wh ich sharpen and multiply upon annealing. HMS-5, -
7, and -8 have double endotherms, while HMS-5, -6, -7, -9, and -10 have double exotherms. 

HMS-5 through -10 and -12 produce double peak reflections in X-ray diffraction. 
These reflections, related to interchain packing di stances, altemate regularly with the length 
of the spacer group for HMS-5. 

Microscopic examination of the HMS polymers shows the presence of fibrillar 
structure .in HMS-5, -6, -7 and -8. A characteri stic change in birefringence upon cooling 
from the melt indicates the presence of an unresolvable crystallization event. 

Molecular modeling suggests that the 4A packing distances for HMS chains is 
reasonable. Phenyl ring rotation is calculated to be an unfavorable molecular motion for 
stilbenes (and for glassy polycarbonates). 

The OMS series exhibit broad melting endotherms, but only DMS-7 shows a double 
endothenn. OMS exotherms are broad and no doublets or shoulders are present. A high 
degree of supercooling suggests that the OMS crys tallization is hindered by a steric effect of 
the disubstituted mesogen. Liquid crystallin ity in OMS polymers has not been confirmed 
yet. 

The DES polymer series are all amorphous in the temperature range of -50 to 
200°C. In this case, the disubstituted ethyl groups appear to completely disrupt crystallinity. 
Glass transition temperatures for DES polymers range from 55°C to l6°C, decreasing with 
increasing spacer length. 
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FUTURE DIRECTIONS 

Synthesis of New Monomers. In an effort to elucidate the effect of the type of 
mesogen on the properties of thermotropic liquid crystalline polymers, our work on the 
synthesis of new stilbene monomers is underway. Stilbene structures needed to complete the 
study of substituent steric interference with liquid crystalline order include: 

H 

HO~C=~~H 
~~~·v 

H 

4,4'-dihydroxy stilbene 

CH2CH3 

H0-0-9=~--{)-oH 
H 

4,4'-dihydroxy a-ethyl stilbene 

The 1939 procedure of Dodds et al .12 is the commercial production method for DES. 
This reaction is as follows: 

O-I2GI3 

Ho-f);- y=~-~OH 
H 
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For the unsubstituted monomer, 

H H 

HO-d- j=~-~OH d eme th y lati o n -v- I ~ 
---- CH30 \ ; C=C- 1 OCH3 I -

H H 
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solutions. Physical and chemical properties of the polymers were studied to 
determine functional groups, thermal properties, molecular weights, and nonlinear 
optical properties. Third-order nonlinear susceptibilityx(3) of these bioengineered 
polymers was measured in solution by degenerate four wave mixing using a 
frequency doubled Nd:YAG laser with 17 picosecond pulses at 532 nm. The 
molecular hyperpolarizability (y) was obtained from the polymer solution 
measurements, and the macroscopic value of the pure polymer was calculated. x(3) 
values of polymers were in the range of 1 Q-9 to 1 o~ esu, and these values were 
four to six orders larger than those of monomers. Relative magnitude of the 
electronic and orientational contributions to the nonlinearity was determined by 
changing the probe polarization from parallel to perpendicular orientation with 
respect to the pump beams. 

B10GRAPHY OF PRESENTER: Joseph A. Akkara 
PRESENT ASSIGNMENT: Biotechnology Division, Soldier Science Directorate, U. 
S. Army Natick Research, Development and Engineering Center, Natick, MA 
01760-5020 

DEGREES HELD: B. S., University of Kerala, India, 1958; Ph.D., University 
of Missouri, 1969. 

23 



AKKARA, et al. 

Synthesis and Characterization of Bioengineered Polymers with 
Nonlinear Optical Properties. 

Joseph A. Akkara, Dr., G. Fischer, Mr.*, F. Aranda, Mr.*, 
D. L. Kaplan, Dr.,andD.V.G.L. N. Rao, Dr*. 

U.S. Army Natick Research Development and Engineering Center, 
Natick, MA 01760-5020. 

*University of Massachusetts, 
Boston, MA 02125. 

INTRODUCTION 

This paper describes the synthesis and the determination of nonlinear optical 
properties of a group of bioengineered polymers. These polymers and copolymers 
were synthesized from aromatic amine and phenolic compounds by a horseradish 
peroxidase catalyzed reaction in an organic solvent solution containing buffer, with 
hydrogen peroxide as the oxidizing agent. Earlier studies have shown that polymers 
and copolymers of aromatic amines and substituted phenols with high molecular 
weight could be synthesized by these enzymatic reactions in organic solvents (1 ). 
These studies have also shown that reaction rate and the molecular weight of the 
polymer formed could be controlled by the amount of solvent in the reaction mixture. 
In addition, functional groups and thermal properties of these polymers and 
copolymers were also studied and are reported here. 

Conjugated, one-dimensional7t-electron delocalization associated with 1t-orbital 
overlap along linear, conjugated organic materials is suitable for third-order 
susceptibilities; whereas noncentrosymmetric charge transfer complexes with 
hydrogen bonds have high second-order nonlinear optical properties (2-6) . 
Conducting conjugated polymers with very fast nonlinear responses should have low 
absorption loss i.e., transparent in selected regions of the optical spectrum. Low loss, 
and strong and fast response are some of the molecular requirements of nonlinear 
optical polymers. 

In general, polymers with high third-order nonlinear optical properties are of 
interest for the following reasons: ultrafast and wide frequency response range, 
molecular structure adaptability, and high laser damage thresholds. Polymers have 
the well known fabrication advantages including molding and fiber forming by injection 
and·extrusion, and thin-film fabrication by spin-coating or plasma deposition for 
possible applications in optical and electrooptical devices. In addition many of these 
polymers are compatible with a number of electronic and photo-electronic materials. 
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MATERIALS AND METHODS 

Materials: 

Horseradish peroxidase (Type II, 150-200 units/mg solid), hydrogen peroxide 
and buffers were purchased from Sigma Chemical Company (St. Louis, MO). 
Benzidine and alkyl substituted phenols were purchased from Aldrich Chemical 
Company (Milwaukee, WI). Solvents used were high performance liquid 
chromatography (HPLC) grade and were purchased from Caledon Laboratories 
(Ontario, Canada). 

Methods: 

Synthesis of Polymers: We synthesized polymers and copolymers from 
benzidine and and para- substituted alkylphenols by horseradish peroxidase 
catalyzed reaction in a solvent 1 ,4-dioxane with HEPES (N-[2-hydroxyethyl]
piperazine-N'-[ethanesulfonic acid]) buffer (0.1 M, pH 7.5) in the ratio of 85:15 (v/v). 
The synthesis was terminated after 18 hours incubation at room temperature. The 
polymer was isolated by centrifugation, washed twice with water followed by the 
solvent solution used for the synthesis of the polymer to remove residual buffer, 
enzyme, untreated monomers and low molecular weight oligomers. The prepared 
polymers and copolymers were air dried under vacuum. Figure 1 is a schematic of the 
experiment. Other details for the synthesis of these polymers and copolymers were 
described earlier (1 ). 

OH 

+ PEROXIDASE 

H:f>z 
SOLVENr 

__..COMPLEX 
POLYMER 

Figure 1. Schematic of the reaction for the synthesis of bioengineered polybenzidine 
with possible molecular structures of the polymers formed. 

Determination of Nonlinear Optical Properties: Third-order nonlinear 
optical susceptibilities tt(3>) of the bioengineered polymers in solution were determined 
by two independent techniques - degenerate four wave mixing (DFWM) and self 
focusing - and the results obtained were compared. The polymer and copolymer 
solutions were prepared in a solvent mixture of dimethyl formamide and methanol in 
the ratio 4:1 (vlv) (DMF:MeOH 4:1) and at a concentration of 0.1% (w/v) for the DFWM 
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experiments. The solvent mixture DMF:MeOH (4:1 ) was used as a control. 

Degenerate four wave mixing technique uses two intense counter propagating 
radiation fields interacting with a third probe beam in a polymer solution to produce the 
nonlinear polarization, which in turn produces a fourth beam (conjugate beam) 
parallel and opposite to the probe beam. The intensity of the conjugate beam is 
measured to determine the nonlinear susceptibility of the polymer solution. In this 
experiment a Quante I Nd:YAG laser of 1064 nm wavelength with a frequency doubled 
second harmonic generator crystal produced the radiation field. The vertically 
polarized output from the laser (a 17 picosecond pulse laser beam with an average 
energy of 25 mJ) at 532 nm was split into three beams, which overlapped (temporally 
and spatially) in the polymer solution contained in a cuvette. A silicon photodiode 
detector measured the intensity of the conjugate beam produced. Measurements 
under identical conditions with carbon disulfide as the reference standard reported a 
x(3> value of 6.8 x 10-13 esu (7). Figure 2 is a schematic of the experimental 
arrangement. Other details of the DFWM technique and the theoretical calculations 
used for the determination of x<3> of solutions appear in earlier descriptions (8) . 

A. 532 NM 

BSI 

I r PD2 

Figure 2. Schematic of the degenerate four wave mixing experiment. M1, M2, M3 -
Mirrors; BS1, BS2, BS3, BS4,- Beam Splitters; PD1, PD2 - Photodiode 
Detectors. 

The basis of self-focusing experiments for the measurement of x(3)of polymer 
solutions is the optical field-induced refractive index changes with the intensity of the 
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light. The primary physical mechanism responsible for the field-induced refractive 
index changes is molecular reorientation and distortion of the electron clouds of the 
polymers in the solution. A laser beam pulse at a wavelength of 694 nm (width of 25 
nanoseconds) from a single-mode ruby laser passively a-switched with cryptocyanine 
in a methanol solution is used for the experiment. A pinhole with a diameter of 0.775 
mm was introduced in front of the sample cell to ensure maximum spatial homogeneity 
of the laser beam. By studying the beam diameter at the exit end, we determined the 
threshold power for the onset of self-focusing as a function of incident power. The 
error in the absolute power of the laser is in the range of ± 10%, but relative values are 
more accurate. The schematic of the experimental setup is Figure 3. Other details of 
the experimental approach and the theoretical calculations used for the determination 
of x(3) of polymers in solutions are in earlier descriptions (9, 1 0). 

Gl G2 ND PH MO ND PF 

RUBY IA694nmT 
T 

·0- 11 ~oo-o ~ s 
LASER 

FP 

l 
PF 0 ® 

osc 

Figure 3 Experimental set up for self-focusing technique to determine x(3) values. 
G1, G2- Beam Splitters; N D- Neutral Density Filters; P H- Pinhole Filter; 
S .- Sample Cell; M 0 .- Microscope Objective; P F.- Polaroid Film; F P- Fabry
Perot Interferometer; P D - Photodiode Detector; 0 S C - Oscilloscope 

UV/VIS Spectrum: The UVNIS spectra of the polymers (between 250 to 800 nm) 
were determined using a Spectrophotometer with a photodiode detector (Model DU 
7500, Beckman Instruments Inc., Fullerton, CA) 

RESULTS AND DISCUSSION 

Tables 1 and 2 show the x!3l values of benzidine, para-phenylphenol, their 
polymers and copolymers, in a solvent mixture of DMF:MeOH (4:1) at a concent ration 
of 0.1 % (w/v). Copolymers were prepared from benzidine and para- substituted 
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phenols in the ratio 1 :1 and 1 :2 and their nonlinear optical properties are reported in 
Tables 1 and 2, respectively. Nonlinear optical values of polymers were four to six 
orders of magnitude higher than the values obtained with monomers. x<3> values of 
polymers and copolymers with a 1t-electron-delocalized carbon side chain had lower 
x<3> values when compared with polymers and copolymers with alkyl side chains. 
Earlier studies had shown that conjugated, one-dimensional1t- electron delocalization 
that is associated with 1t·orbital overlap along linear conjugated organic materials is 
suitable for fast third-order nonlinear susceptibilities. Our results indicate that 
conjugated organic materials with conjugated 1t- electron delocalization have 
significant x<3> values (see Figure 1 for the structure of polymers synthesized). In 
addition, we have also observed that third-order nonlinear susceptibilities are 
decreased by the presence of1t-electron delocalization in the side chain of these 
polymers and copolymers. 

Table 1. x3 Values of polymers and copolymers by 
degenerate four wave mixing technique. 

POLYMERS 

Benzidine 
Polybe nzidi ne 
Poly(p-phenylphenol) 
Copolybenzidine-(p-phenylphenol)(1 :1 ) 
Copolybenzidine-(p-ethylphenol)(1 :1) 
Copolybenzidine-(p-butylpheno1)(1 :1) 
Copolybenzidine-(p-octylpheno1)(1 :1) 
Copolybenzidine-(p-nonylphenol)(1 :1 ) 

~ (1 o-11) (esu) 

0.001 
1000.0 

2.5 
305.0 
690.0 
670.0 
680.0 
410.0 

Table 2. X3 Values of polymers and copolymers by 
degenerate four wave mixing technique 

POLYMERS 

Benzidine 
Polybenzidine 
Poly(p-phenylphenol) 
Copolybenzidine-(p-phenylphenol)(1 :2) 
Copolybenzidine-(p-ethylphenol)(1 :2) 
Copolybenzidine-(p-butylpheno1)(1 :2) 
Copolybenzidine-(p-nonylphenol)(1 :2) 
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x3 (1 o-11) (esu) 

0.001 
1000.0 

2.5 
81.2 

158.0 
125.0 
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Figures 4 and 5 show the the UVNIS spectra (in the range of 200 to 800 nm) of 
benzidine, polybenzidine and copolybenzidine-(p-ethylphenol)(1 :1) . There was a 
shift in the spectrum of benzidine to the visible range after polymerization of benzidine. 
The polymer solution had some optical absorption at 532 nm, the wavelength where 
the x(3) determination was carried out. This optical absorption was decreased with the 
cop.olymer solutions of benzidine with alkyl phenols, thus decreasing the resonance 
contributions to x(3) values (see Figure 5). 

1.5 ......-----------------. 

(Abs) 

Wavelength (nm) 800 

Figure 4. UV/VIS Spectra of benzidine and polybenzidine. 

1.5 ------------------~ 

Polybenzidine 

(Abs) 

o~~~==~~~~~==d 
250 Wavelength (nm) 800 

Figure 5. UVNIS Spectra of polybenzidine and copolybenzidine(p-ethylphenol). 
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The time-resolved response of the polybenzidine solution is studied by 
observing the phase conjugate signal as a function of delay of the probe pulse with 
respect to the pump pulse to determine the relative contributions of the electronic and 
non-electronic nonlinear components to the x(3) values of this polymer. This response 
was compared to that obtained with carbon disulfide reference (Figure 6). The results 
indicate that the dominant component, due to electronic nonlinearity, decays fast in a 
few picoseconds. In addition there is a slow component in the decay part of the 
spectrum and the origin of this may be due thermal, nuclear orientation or other related 
phenomena. 

5 

4 
R 
E v 
s 0 3 
p 1 
0 t 2 
Ns 
s 
E 1 

0 

+ 

[-+- ] Polybenzidine 

[.....-] Carbon disulfide 

-26.4 -13.2 0 13.2 26.4 39.6 59.4 75.9 92.4 
PULSE DELAY (picosecond) 

Figure 6. Time-resolved response of the polybenzidine solution with 
picosecond laser pulse at 532 nm. 

Self-focusing experiments in bioengineered polymers were carried out to 
confirm the resonance contributions to x(3) values of polybenzidine and copolymer of 
benzidine with substituted phenols. These experiments were carried out using a ruby 
laser at a wavelength of 694 nm. At this wavelength the bioengineered polymers 
were optically transparent. Experiments were carried out with sample cells of lengths 
5, 10, 15, and 19 em containing the polymer solution and the self-focusing threshold 
power was determined by studying the beam diameter at the exit end as a function of 
the incident power. The x(3> values obtained by this method are given in Table 3. 
These values (measured at 694 nm) were lower than those obtained by 
degenerate four wave mi~ing technique carried out at 532 nm, indicating some 
contribution to the nonlinear optical properties when the measurements were carried 
out at 532 nm. 
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Table 3. x? Values of polymers and copolymers by self-focusing technique. 

POLYMERS 

Polybenzidine 
Poly(p-phenyl phe no I) 
Copolybenzidine-(p-phenylphenol)(1 :1) 
Copolybenzidine-(p-butylpheno l)(1 :1) 
Copolybenzidine-(p-octylpheno1)(1 :1) 

x3 ( 1 o-11 ) (esu) 

160.0 
low 
220.0 
140.0 

68.0 

In summary, we synthesized and evaluated bioengineered polymers for third
order nonlinear optical properties and these values varied from 1 x1 0..,'1 to 1 x1 0-11 esu . 
We determined x(3) values by two independent techniques and the values obtained 
with degenerate four wave mixing technique at 532 nm were higher than those 
obtained by the self-focusing technique at 694 nm. Based on the time-resolved 
nonlinear optical response of the polymer solutions to the laser pulse delay, we 
determined that the electronic nonlinearity is the major component of the x(3> values 
observed. With a picosecond laser pulse, we determined the optical response of the 
polymers and copolymers in solution to be faster than 14 picoseconds. 
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APSTRACI': . Metallotetrabenzporphyrins and homo logs that possess a 
high degree of third-order opti cal nonlinearity, Chi(3), have been 
investigated as part of an ongoing effort to develop laser eye protective 
devices for the soldier. 

A series of metallotetral:ienzporphyrins and a metallo-tetranaphtho
porphyrin were prepared by reaction of the corresponding isoindole 
derivatives with an aldehyde and a metallic template ion, which is 
incorporated into the complex. These compounds were evaluated for 
third-order nonlinear optical susceptibility, Chi(3), using a 
frequency-doubled (532 nm) Nd:YAG laser source and a degenerate four wave 
mixing technique. The measured Chi ( 3) values were in the range 
0 .2-2.8xlo- 8 esu , which are among the highest reported to date. 

The el ectronic effect of substituents on the meso-phenyl moieties was 
a l so investigated. A plot of Hannnett sigma values against Chi(3) 
exhibited two linear relations of opposite slopes for positive and 
negative sigma values, with a minimum at the unsubstituted meso-phenyl 
complex. The significance of these results is discussed with a view to 
designing porphyrin-based systems having higher third- order nonlinear 
optical activity values. 
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Synthesis of Metallotetrabenzporphyrins Possessing High Third
Order Optical Nonlinearity for Military Laser Eye Protection 

Reginald A. Willingham, Dr. , John H. Cornell, Dr., David M. 
Alabran, Dr., David E. Remy, Dr., Joseph F. Roach, Mr., 

and Masato Nakashima, Dr. 

INI'ROIXJCI'ION 

A new threat to the soldier in the field has emerged through the 
potential use of tunable laser weapon systems. Laser range finders and 
target designators are already in use on the modern battlefield. 
Coherent radiation from laser sources even at low energy levels is 
capable of inflicting severe damage to the retina of the eye. One mode 
of protection against such laser threats is the use of nonlinear optical 
{NLO) media, which permit the transmission of visible light at low 
intensities but will reversibly block visible and near infrared radiation 
at intensities hannful to the eye. To be useful, the NLO media must have 
ultrafast response times. 

The interaction of an electric field with a medium produces a 
separation of charges , resulting in a polarization in the medium. When 
the applied fields are weak, the induced polarization is linearly 
dependent on the applied field and the propagation behavior is determined 
by the linear susceptibility of the material, Chi(l). At higher 
intensities the polarization includes a nonlinear dependence, which 
becomes increasingly more important, and the susceptibility must be 
defined by additional terms such as Chi{2) and Chi(J). These terms 
represent second-order and third-order susceptibilities of the material 
and are determined by features at the molecular level, including 
electronic delocalization, molecular structure and overall molecular 
packing. Chi ( 3) is a property of a bulk material. 

Enhanced third-order susceptibilities can arise from centrosyrnmetric 
and noncentrosyrnmetric molecular structures possessing extended 
pi-electron delocalization, such as in the porphyrin ring systems. When 
these molecules are immobilized in an applied electrical or optical 
field, third- order nonlinear processes can occur, such as thi:rd harmonic 
generation {'IHG) and self-focusing. A refractive index property change 
can result from these third-order nonlinear processes. If the refractive 
index change is of sufficient magnitude and has an ultrafast response 
time, an optical limiting effect can be effected as required for eye 
protection from incident laser irradiation. 

This work focuses on the synthesis and measurement of third-order 
susceptibility, Chi {3) , of a class of compounds called metallotetrapenz
porphyrins {TBP) that have recently demonstrated high Chi(J) values.l' 2 
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EXPERIMENTAL 

'!he synthetic procedures for the preparation of the zinc tetrabenz
:po:rphyrins and the zinc tetra- 1,2-naphtho:po:rphyrin followed standard 
methodologies re:port~ previously3' 4 . A Varian Xlr-200 NMR Spectrometer 
was used for 1H and C analyses. Infrared spectroscopy was done on 
a Perkin-Elmer 1420 Ratio Recording Infrared Spectrometer. Mass 
spectrometry was done on a VG Quattro FAB with a msjms quadru:pole mass 
analyzer. Elemental analyses on all compounds were done at Midwest 
Microlab. '!he technique of degenerate four-wave mixing (DFWM) with the 
frequency-doubled (532 run) Nd:YAG laser source was done as previously 
described1 ' 2 . 

RESULTS AND DISCUSSION 

A series of zinc tetrabenz:po:rphyrins (Table 1, Ia.-Ij . ) were prepared 
as outlined in Figure 1 . By varying the nature of the aldehyde, several 
different structural variations were accorrnnodated in the "meso" or R 
:position on the :po:rphyrin ring system. '!he macrocyclic compound series 
consisted of aliphatic and aryl substituents at the meso :position. One 
example with substitution on the benzo- :portion of the molecule is 
included (Ib). Macrocycle, Ib, has a fully fluorinated tetrabenzo 
periphery. In all cases the metal coordinated at the center of the ring 
is zinc. Zinc tetra-1,2-naphtho:po:rphyrin (II, R=H) was prepared as 
outlined in Figure 2 . 

'!he results of measurement of Chi (3) for the series of zinc 
tetrabenz- and a zinc tetranaphtho:po:rphyrin are presented in Table 1. 
'!he effect on Chi(3) of electron delocalization over a larger ring system 
is shown by comparison of zinc tetrabenz:porphyrin (Ia) with zinc 
tetra- 1,2- naphthopo:rphyrin (II). '!he annelation of an additional 
aromatic ring to the benz:po:rphyrin base structure has increased Chi ( 3 ) by 
a factor of three. 

The introduction of electron donating groups into the meso-phenyl 
groups of the zinc tetrabenz:po:rphyrin series led to a progressive rise in 
the measured Chi(3) value as the relative electron donating of the 
substituent increased. Interestingly, as the electropositive character 
of the substituent increased, the value of Chi(3) also increased. These 
findings are consistent with the fact that greater polarization, whether 
emanating from electron withdrawal or electron donation, enhances Chi (3) . 

Hammett linear free energy relationships have been traditionally 
developed to explain combined resonance and inductive effects on the 
reactivity of substituted aromatic systems. It is interesting to note, 
as shown in Figure 3, that a linear relationship is observed when Chi (3) 
values are plotted against the Hammett sigma constants. '!he plot shows a 
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V- shape composed of two lines of op}X)site slope depending on whether the 
substituent is electron withdrawing or donating. As expected, the 
greater the absolute value of the sigma constant the greater is the 
polarization, and Chi (3) i s increased proportionately. 

Conjugated pi -electron systems such as in the porphyrin macrocycles 
are important to the manifest of the Chi ( 3) property. Apparently, the 
meso substituents contribute a resonance and inductive effect on the ring 
conjugated pi-electrons. A linear relationship was obtained when the 
meso- phenyl substituents' Hammett sigma constant values were plotted 
versus Chi (3) . These Hammett sigma constant values are based on combined 
resonance and inductive contributions of the respective substituents. 
Steric constraints in the porphyrin ring dictate that L~e meso-phenyl 
substituents will be a lmost orthogonal to the plane of the pi-electron 
conjugated porphyrinic ring. Thus, the meso substituents probably 
contribute a predominant inductive effect on the ring with the resonance 
contribution being a lesser contributor. 

SUMMARY 

A series of zinc tetrabenz}X)rphyrins and a zinc t etranaphthoporphyrin 
were synthesized for evaluation by a degenerative four-wave mixing 
technique. A high degree of third-order optical nonlinearity was found. 
The measured Chi(J) values were in the range of 0. 2-2 .8 10-8esu, which 
are among the highes t re}X)rted to date. The influence of the 
meso-substituents on the Chi(J) value was examined in rel ation to the 
Harmnett sigma constant. Metallo-porphyrins incorporating variations in 
the ring systems will be prepared and evaluated to explore the impact of 
molecular design on the magnitude of third- orde r optical nonlinearity. 

ACI<NOWLED3MENT 

The authors would like to thank Joel carlson of U.S. Anny Natick RD&E 
Center for the mass spectrometric characterizati on of all the porphyrins 
we have reported in this paper. 

REFERENCES 

1. D.V.G.L.N. Rao, F.J. Aranda, J.F. Roach, and D.E. Remy, Appl. Phys. 
Lett., 58(12), 1241 (1991). 

2. S. Guha, K. Kang, P. Porter, J.F. Roach , D.E. Remy, F.J. Aranda, and 
D.V.G.L.N. Rao, Optics Lett., 17(4 ), 264 (1992). 

3. D.E. Rerny, Tetrahedron Lett., 24(14), 145 (1983 ) . 
4 . D. E. Rerny, G. C. Richard, and S. J. Weininger, U.S. Anny Natick 

Technical Report NATICIVTR-87/029, AD A183957 (1987). 

36 



X X 

X 

X~- RCHO X 
- NH 

X'- Zn(0Ac) 2 X 

X 

X I 

Figure 1 
Preparation of Tetrabenzporphyrins 
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Table 1.· Values of Chi( 3 ) for Porphyrins 

Z nTBP (I) Chi(3 ) 10. 8 esu 

Ia. R • H, X = H 0.3 

lb. R • H, X • F b .2 

rc. R • Me, X • H 1.5 

l d. R • Ph, X • H 0.3 

re. R • p-MePh, X • H 1. 2 

If. R • p-MeOP h, X • H 1.4 

lg. R • p- N(Me )
2
Ph, X • H 2.8 

l h. R • p - N(Me )
3
Ph, X = H 1.8 

li. R • p -C IPh, X • H 0.56 

l j. R = m-FP h, X = H 1.3 

ZnT NP (II) 

II . R = H 0.99 

40 



RATIO, et al . 

TITLE: FHASE BEHAVIOR OF CHI'IOSAN/NYIDN- 4 BLENDs 
Jo Ann Ratto, Ms. , Chien Chung Chen, Mr. , 
Dong Young Kim, Dr. , and Rita B. Blumstein, Dr. 

ABSTRACI': To further enhance the properties of catalytic polymers for 
chemical agent detoxification, it is important to gain knowledge on the 
morphology and structure of blends and composites of conventional 
thermoplastic polymers with naturally occurring macromolecules. We 
describe here one such system, blends of nylon- 4 (poly[imino(1-
oxotrimethylene))), with chitosan (the latter obtained by partial or total 
N-deacetylation of chitin (1), a naturally occurring linear polymer of 
acetylamino-D- glucose) . It has recently been observed that blends of 
chitosan with nylon- 4 provide films with good mechanical properties and 
retain the excellent metal chelating abilities of chitosan that are 
necessary for catalysis and detoxification of chemical G-agents. 

A differential scanning calorimetry (OOC) study was undertaken as part 
of an attempt to establish some fundamental morphological and 
structure-property correlations in these blends. In the blends, nylon-4 
displays two melting peaks and the enthalpy of melt is linear with 
composition, indicating that the fraction of amorphous nylon-4 is 
independent of composition. Compositions containing 60-100% chitosan 
display two glass transition regions, corresponding to nylon-rich (lower 
Tg) and chitosan- rich (higher Tg) amorphous phases. Dynamic Mechanical 
Analysis (r::MA) and Thennogravimetric Analysis ('IGA) experiments were also 
performed and the results correlate well with the OOC data. All thermal 
analysis data suggests that water is present and has a significant role in 
the blends. Other nylon chitosan blends will be discussed and compared to 
the nylon-4 system. 

BIOGRAPHY OF PRESENTER: JoAnn Ratto 
PRESENT ASSIGNMENT: Research Chemical Engineer, Soldier Science 

Directorate, U.S. Anny Natick Research, Development and Engineering Center 
PAST EXPERIENCE: Research Engineer, Centred' Etudes Nucleaires de 

Grenoble, Grenoble, France 
DEX;REFS HEID: B.A. Chemistry, College of the Holy Cross; M.S. 

Plastics Engineering, University of Massachusetts, IDwell 

41 



RATTO et al. 

PHASE BEHAVIOR OF CHITOSAN/NYLON-4 BLENDS 

Jo Ann Ratto, Ms. 
U.S. Anny Natick Research, Development and Engineering Center 

Natick, MA 01760 

Chien Chung Chen, Mr., Dong Young Kim, Dr., and Rita B. Blumstein, Dt: 
Polymer Program, Chemistry Department 

University of Massachusetts, Lowell, MA 01854 

INTRODUCTION 

Recently, blends of synthetic thermoplastic polymers with naturally occuning macromokcules, 
in particular cellulose, have been investigated for compatibility, phase behavior, morphology, 
mechanical properties, permeation, and adsorption properties.(l-4) However, there are very few 
studies on multicomponent systems involving chitosan.(5,6) Chitosan, a natural biopolymer, is 
produced by the deacetylation of chitin (a naturally occurring linear polymer of acetylamino- d
glucose), which is extracted from the outer shells of crustaceans and has has unique solution, 
chemical, physical, and bioactive properties.(?) Blends of chitosan exhibit both enhanced 
permeability and mechanical properties.(8) In particular, chitosan and its blends with nylon 
provide films with good mechanical properties that retain the excellent metal chelating abilities of 
chitosan necessary for catalysis and detoxification of chemical agents.(9, 10) 

Natural polymers such as chitosan are hydrophilic and water sorbed on these polymers 
significantly influences the physical properties.(ll , 12) Molecular motions of water
polysaccharide systems have been studied by means of nuclear magnetic resonance (NMR), 
sorption isotherm techniques, dielectric measurements, and thermal analysis.(13, 14, 15) 

In this study, we investigate chitosan with regard to its water sorption-desorption properties. In 
addition, we have studied blends of chitosan with semicrystalline and amorphous nylons by 
thermal analysis to establish some fundamental structure-propetty correlations that relate catalytic 
activity to the blends' morphology and water content. 

EXPERIMENTAL SECTION 

Materials 

Chitosan was purified from Pronova B-MV chitosan glutamate, which was supplied by Protan 
Company. The degree of deacetylation was approximately 80%. The semi-crystalline nylon-4 was 
supplied by Barson Corporation and the inherent viscosity in 85% formic acid at 30°C was 0.54 
dL/g. The amorphous copolymer of caprolactam and laurolactam (CLL) was supplied by General 
Motors Research Laboratories. Structures and propetties are shown in Figure 1 and Table 1, 
respectively. (16, 17) 
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[CO(CH2)5NH] 59.3 [CO(CH2) 11 NH140. 7 

Figure 1. Structures of Chitosan, Nylon-4, and Caprolactam-Laurolactam Copolymer. 

Mn (g/mol) 

Mw (glmol 
Tg (OC) 

Table 1. 
Molecular Weights and Glass Transitions Temperatures (Tg) 

Chitosan 
1.45 X 105 

2.35 X 105 

Amorphous 
CLL 

24.4 X 104 

76.8 X 104 
33°C 

Nylons 
Semi-Crystalline 

Nylon-4 

Films of the pure polymers and blends were cast from 1 %(w/vol) solutions in 90% fonnic acid. 
The fonnic acid solutions were stined for different mix times and then were allowed to evaporate at 
room temperature. Blends of various compositions ranging from 5-95% weight percent of chitosan 
were prepared. Some samples were used as formate salts while other films were converted to the 
neutral form by immersing the film in a bath of 2M sodium hydroxide and by washing with 
distilled water. The films were dried under vacuum for several days at either 40 or 100°C. Some 
chitosan samples (salt and neutral) were dried at 130°C under vacuum for several hours and then 
equilibrated at 59% humidity. The thickness of the films ranged from 0.02 to 0.08 mm. 

Methods 

A Perkin Elmer 2C Differential Scanning Calorimeter (DSC) with a TAOS data station and a TA 
910 DSC was used to detennine the melting, crystallization, and glass transition temperatures of 
the nylon and chitosan films. Each sample of 4 to 10 milligrams was run at a scanning rate of 
20°C/minute in a nitrogen atmosphere. The blends were heated to the melt temperature of the 
nylon, quenched cooled, and then reheated. 

A Dupont 951 Thetmogravimet:ric Analyzer (TGA) with a 1091 Disk Memory Thetmal Analyzer 
was used to obtain weight loss versus temperature graphs at a rate of 20°C/minute from room 
temperature to 200°C. TGA experiments were also performed isothermally at room temperature 
after different thermal treatment to obtain information on the sorption-desorption properties of 
chitosan. This method will be explained further in the results. 

Dynamic Mechanical Analysis (DMA) experiments were performed on samples that were dried 
at 40°C under vacuum, but were exposed to the air during the loading of the sample. The dynamic 

storage modulus E', loss modulus E", and mechanical loss tangent (tan 8 = E"/E') of the blends 
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were analyzed after drying the sample at 100°C or 120°C in the DMA chamber. E' and E" 
respectively represent a measure of energy stored and dissipated per cycle. A Seiko DMS-200 
instrument was used with the following conditions: mode of 
deformation - auto-tension, strain 1'\mplitude- 30 11m, base force - 10 g, initial force -200 g, initial 
temperature -150°C, heating rate- 4°C/min, frequency- 1Hz, sample width- 5.5 mm, clamping 
distance - 10 mm. 

Wide Angle X-ray Diffraction C\VAXS) experiments were performed for the chitosan/nylon-4 
salt and neutral blends using a Picker 4 circle diffractometer with a Model210 Technology of 
Energy Corporation position sensitive proportional counter. 

Fourier Transform Infrared Spectroscopy (FTIR) work was performed using the Perkin Elmer 
FTIR 1600 instrument. All films were scanned from 4000 to 450 cm-1 as a function of 
temperature (25-180°C) with a heating cell and silver chloride plates. The conditions for the FTIR 
experiments were: resolution = 2, APOD = strong, mode =ratio, scans = 64. 

RESULTS AND DISCUSSION 

Chitosan 

Figure 2 displays the X-ray diffraction pattern for the salt and neutral f01m of chitosan. Broad 

reflections are observed in the salt chitosan sample at 2e = 12, 19, and 23. The reflection at 2e = 23 
is the most intense. The neutral form has much sharper and more intense reflections than the salt 
form at 29 = 10, 20, and 22. The reflection at 29= 20 is over four times more intense than the 
strongest reflection (29 = 23) for the salt form. We conclude from this data that the salt form 
diffraction pattern represents poorly developed crystals while the neutral chitosa" diffraction 

patterns indicates some crystallinity. The X-ray patterns for both fonns of chitosan are comparable 
with the results previously reported by Samuels.(18) 

The water desorption characteristics for the salt and neutral chitosan equilibrated at 59% relative 
humidity are displayed in Figure 3. Figure 3 shows the TGA data that displays the percent water 
weight loss and the detivative of percent weight loss as a function of temperature. Two types of 
water are apparent; one which is easily removed (loosely bound), the second which is more 
difficult to remove (bound). The weight loss at room temperature untilll0°C is loosely bound 
water which is compatible with the crystalline nature of neutral chitosan.(19) The higher 
temperature weight loss is bound water associated with the polymer. The neutral sample is 
essentially dehydrated at ll0°C and has no apparent weight loss above this temperature. For the 
salt form, the water desorption is continuous over a broad temperature range (25 to 210°C). DSC 
curves for these samples which were placed in unsealed pans verifies the loss of water in the same 
temperature range as the TGA data. Typical TGA data of chitosan salt films dtied at 40°C under 
vacuum is presented in Figure 4. The water loss is in two distinct stages (loosely bound and 
bound). There is a 13% weight loss of loosely bound water at 57oC and a 5% weight loss at 
160oC of bound watet: When a sample is thermally treated to 200°C and rerun on TGA, this 
second peak which we assigned as bound water, does not reappear. We observed from 
preliminary mass spectra data that water and carbon dioxide are being released almost 
simultaneously at l25°C and above. We can conclude that this peak cannot be attributed totally to 
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bound water; however, further experiments are in progress to confmn this fact. 

Since chitosan samples are extremely hydrophilic, it is difficult to obtain a completely dry 
chitosan. Chitosan exposed to the ambient humidity always contains water. Sorption and 
desorption properties depend on the sample thetmal history as illustrated by the following TGA 
experiment. Absorption curves presented in Figure 5 were obtained by taking a salt film which 
was dried at 40°C under vacuum and placed on the TGA microbalance. The sample was heated to 
120°C and was held isothermally for 10 minutes and then the weight was recorded at room 
temperature and ambient humidity for 40 minutes. The same procedure was subsequently 
followed for another chitosan sample heated to 220°C. Figure 5a shows that within the first 10 
minutes, chitosan absorbed 7.8% of water. The value levels off at approximately 13.3% after 30 
minutes while the sample weight in Figure 4b has a weight gain of7.0% after 10 minutes and then 
levels off at approximately 12%. Since this sample in Figure 5b was heated to 220°C, there is the 
possibility that some bound water was lost; however, it has absorbed only slightly less water than 
the sample in Figure 5a. Chemical changes in the samples from heat treatment are possible as was 
suggested for the data in Figure 4. Overall, the results illustrated in Figures 3, 4, and 5 indicate 
different permeation properties for different thermal histories. This water loss behavior can 
promote irreversible changes in morphological structure, permeation, self-association, and other 
properties.(6) 

Chitosan/Nylon Blends 

Representative first heating DSC scans of the salt chitosan/nylon-4 blends dded at different 
temperatures are shown in Figure 6. In all the scans, melting of nylon-4 appears in the 250-260°C 
region, which is well above the water loss region and the decomposition temperatW'e (220°C) of 
chitosan. For the pure nylon-4 sample, the Tg is not visible on the DSC scans. Nylon-4 
decomposes upon melting, therefore subsequent heating scans could not be performed. 

Figure 6a shows DSC scans of the chitosan/nylon-4 salt blends dried at 40°C under vacuum. 
These preliminary DSC results suggested partial miscibility of amorphous regions with two Tgs, 
the lower Tg (50°C) corresponding to a nylon-rich amorphous region.(20) The possibility of a 
chitosan-rich upper Tg (130- 160°) is covered by a water loss endotherm, which limits the 
interpretation of the DSC data. Also, the lower Tg may possibly be from water loss or some 
chitosan transition since this occurs in pure chitosan DSC data. The cold crystallization peak 
observed at approximately 100°C for the 40/60 and 60/40 samples is only present for the blends 
dried at 40°C, which is below the Tg of nylon-4. 

Figure 6b displays the scans for salt blends dried at 100°C under vacuum. The possible upper 
Tg transition for chitosan in the blends is observed in a temperatW'e region (140-210°C) 
significantly higher than the blends dried at 40°C under vacuum. At high nylon-4 contents (40-
80%) the transition is very broad whereas at low nylon-4 contents and pure chitosan the upper Tg 
transition is in a narrow temperature range and more enhanced. As mentioned previously for the 
data in FigW'e 6a, no conclusion can be made about the possible Tgs because of the water loss. 
There are no visible cold crystallization peaks for these blends; however, the transition at 50°C is 
present. Multiple melting peaks for the nylon-4 are observed for the salt containing blends that 
were dried at 100°C. This is frequently associated with partial melting and recrystallization found 
in semicrystalline polymers.(21) These blends dried at higher temperatures undergo annealing 
which promotes crystallization and also the removal of water to a degree that is different than at 
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40°C drying. 

DSC second heating scans are displayed in Figure 7 for the salt chitosan/CLL blends dried at 
40°C under vacuum. Water has been removed from the chitosan/CLL blends upon heating the 
sample to 180°C and quench cooling the sample in liquid nitrogen before performing a second 
heating scan. This CLL amorphous nylon blended with the salt form of chitosan allows us to 
eliminate the effect of crystallinity that exists for the chitosan/nylon-4 system. Cold crystallization 
peaks are also observed at 70°C in the chitosan/CLL salt blends for the 80/20, 60/40, and 50/50 
blends. Although the CLL polymer is essentially amorphous, melting endotherms with a peak 
maximum at approximately l25°C are observed for concentrations of 20 to 80% CLL. There 
appears to be a slight downward shift in the CLL Tg (35-30°C) for the chitosan/CLL blends as a 
function of increasing chitosan concentration. A possible explanation for this variable shift of the 
Tg is that the pm·e CLL has plasticized with residual water. 

Although the DSC data could not conclude about the miscibility of the blends, the DMA data 
can confirm miscibility in the chitosan/nylon-4 blends. Table 2 displays the temperatme of the 
peak maximum for the E" and tan o for the wet and dry neutral samples. Dry samples were 
predried at 40°C under vacuum followed by an additional dry step at 100°C in the DMA chamber. 
Wet samples were predried at 40°C under vacuum, but then were exposed to ambient humidity in 
the DMA chamber. We observed that the temperatures of the peak maximum increases for the dry 
samples. The p transition, also known as the water dispersion for nylons and polysaccharides, 
appears to be associated with the prescence of water-polymer complexes and this transition's 
intensity increases with increasing moistme contents. (22) For these samples, the p transition has 
shifted to higher temperatures and has become a much weaker absorption indicating that there has 
been the removal of water. The Tg is referred to as the a transition and is characterized by a large 

decrease in E' and a maximum in both theE" and tan & cmves near the inflection point of E'. The 
Tg of the blends is somewhat higher than the pme nylon-4, indicating partial miscibility. 

%Chitosan/N y lon-4 

90/10 
60/40 
50/50 
20/80 
10/90 
0/100 

Table 2. 
DMA Data for Neutral Chitosan/Nylon-4 Blends 

E" Peak Maximum (°C) Tan () Peak Maximum (°C) 

~ .J2rx ~ ~ 
94 109 106 116 
89 126 106 141 
87 103 
81 87 109 131 
83 87 107 114 
84 86 93 

In the literatme, there has been some disagreement involving the Tg of neutral chitosan. 
Ogura suggests that there is a Tg of dry chitosan at 140°C, which was obtained from DMA data 
(23). Recently, Pizzoli concluded from DMA and dielectric data that there was no certainty of a 
chitosan Tg because there is only a weak intensity peak and not a significant modulus drop in that 
region.(24) Kayim has investigated chitosan by thermomechanical analysis and found a Tg at-
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23°C (25). DMA data of a wet sample of neutral chitosan is found in Figure 8. This film was 
soaked in water before the DMA experiment was performed. There is a peak forE" and tan o at 
approximately -105°C corresponding to the 'Y transition associated with end group rotations, 
crystalline defects, backbone chain motion of short segments, and/or phase separation of 
impurities. At approximately -45oC, we conclude that a there is a p transition from water relaxation 
since Bradley and Carr have observed this p transition in several polysaccharides in the vicinity of -
-50°C. (26) The intense peaks at 4.7°C and 11.3°C forE" and tan o respectively is not water loss, 
since there is a steep drop of E' in this temperature region. We speculate that this is a Tg of 
chitosan associated with water plasticization. The presence of a Tg in dry chitosan is under further 
investigation in our laboratory. 

FTIR data does suggest molecular mobility in amorphous regions for neutral chitosan and for 
the blends. For polyamides, the Amide I peak at 1651 cm-1 is a contribution from the C=O 
stretching, the C-N stretching, and the C-C-N defom1ation vibrations. As the temperature 
increases there is a shift to higher frequency. The Amide II peak at 1560 cm-1 is a contribution from 
the N-H plane bending, C-N stretching, and the C-C stretching vibrations. This peak will decrease 
in frequency as the temperature increases. We notice from FfiR data the evolution of the Amide I 
peak and Amide II band region as a function of temperature, as shown in the data of Figure 9. 
Figure 9a shows that the evolution of the Amide bands in nylon-4 follows the usual behavior 
observed in nmmal semi-crystalline polyamides.(27) The intensity of the Amide I peak increases 
at temperatures above 140°C. In chitosan, the broad Amide II band suggests heterogeneity in 
bonding. There are profound changes in the spectta as a function of temperature suggesting 
changes in the interactions or rearrangements of the hydroxyl and glucosarnine groups. This band 
changes progressively to several peaks as the temperature increases. The intensity decreased for 
both Amide peaks as the temperature increased, indicative of changes in the nature of hydrogen 
bonding and/or the stability of the interactions. 

Figure 10 shows the enthalpy of nylon-4 melting versus composition for different preparation 
conditions for the chitosan/nylon-4 blends. Film preparation parameters included: mix time, dry 
temperature, salt, and neutral form. The mix time varied from several days to one week. The 
longer mix times (lm= long mix = one week) and the blends dried at 40°C give a nonlinear 
enthalpy relationship as a function of chitosan composition that indicates an interaction between the 
chitosan and nylon-4. Drying the fi lms above the Tg of nylon-4 as well as mixing the solutions for 
a short time (12 hours) changes the morphology and interactions between the two polymers. 

The blending of chitosan and nylon modifies the morphology and permeation properties 
depending on the water content. TGA data for the salt chitosan/nylon blends are displayed in 
Figures 11a and 11 b. The total percent of water loss increases as the amount of chitosan increases 
in the blends. The chitosan/CLL blends contain more water overall since the CLL is amorphous, 
but the amount of bound water is almost equal to the chitosan/nylon-4 blends. This is observed in 
the bound water percent weight loss which becomes a constant value in high ~hitosan 
concentrations for the chitosan/CLL, but decreases in value for the .8-1.0 weight fraction of 
chitosan/nylon-4. The data suggest that there are high water contents bound to chitosan. We must 
note that for the chitosan/CLL blends, all the water is associated with the chitosan whereas in the 
chitosan/nylon-4 films there is a small portion of water (2.7%) associated with the nylon-4. 

In summary, the results have shown how important water and preparation methods are in the 
investigation of the chitosan blends with the sernicrystalline nylon-4 and the amorphous nylon. In 
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blends exposed to ambient humidity, chitosan binds considerably more water than in the unblended 
state under the same conditions. The water content in the chitosan and the blends is influenced by 
the crystal structure of the chitosan (salt versus neutral form) . This water absorption may explain 
the enhanced catalytic reactivity observed for these blends. Understanding why and how the water 
improves the catalytic activity in these blend systems will lead to better chemical protection for the 
soldier. Additional thetmal experiments and reactivity tests are in progress to confitm these data as 
well as to complement these findings. 
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TITLE: Fractal Surfaces and Reactivity 
Ronald A. Segars and Louis J. Piscitelle 

ABSTRAcr: 'Ihe surface areas of chitosan ~ers which differ only 
in their mean particle size ani particle size distributions are measured 
using single gas Brunauer-Errtmatt-Teller (BEl') adsorption. Plots of 
specific surface area, s (surface area per gram) vs mean particle size, d, 
clearly show the surfaces of these ~ers to be fractal. Fractal 
dimensions for the chitosan pcMjers were fourrl to range between 2.41 arxi 
2. 88 depending on their source an:l process history. 

Nonlinear behavior was obsetved in the plots of experimental data 
from which the fractal dimension is obtained. Cclllp.Iter simulations of 
adsorption on both SIOClOth ani fractal surfaces demonstrate that the 
absel:ved curvature in plots of ln(s) vs ln(d) can result fran the particle 
size distribution. In particular, differences in the coefficient of 
variation between particle size groups not only produce nonlinearity, but 
in many cases lead to incorrect values for the fractal dimension. A 
mathematical IOCldel, which takes into aceow1t particle size distributions 
through inclusion of the coefficient of variation, is described. Validity 
of the IOCldel is demonstrated through computer simulations. 

Reactivity or reaction rate is a function of the mnnber of avail
able sites on which the reaction can occur arrl hence, in many cases, on 
the total surface area. 'Ihe surface properties as characterized by the 
fractal dimension arrl total surface area provide a measure of the avail
able reaction sites an:l hence a measure of the reactivity. Limited data 
presently available show a linear relationship between the reactivity 
fractal dimension arrl the geometric fractal dimension. Increasin;J the 
"roughness" of the particle surface, i.e. , increasirq the geometric 
fractal dimension, at least within the scope of this work, increases the 
reactivity. 
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INTRODUCfiON 

Fractal concepts are now widely used to characterize the surfaces of powders, 
fractures, solids and porous media with applications appearing in chemistry1,2,3,4, 
pharmacologys.6, biology?, mechanicss,9, food science 1o,n, and other fields. In powder 
technology the fractal dimension, D, obtained by single gas BET adsorption on 
different·sized particles provides a measure of the surface roughness of the particles 
and serves as a link between total surface area, as determined by the size of the 
molecule used in the BET adsorption measurements, and (1) the area available for 
adsorption of other size molecules (2) area of successive molecular layers or (3) the 
number of sites available for chemical reactivity. Thus, the surface properties 
embodied in the geometric fractal dimension, D, reflect the total area in contact with a 
solvent or vapor and may determine the rates of dissolution, reaction rates and heats of 
adsorption/desorption, etc. of chemical reactions. Therefore, the fractal dimension is a 
surface parameter of considerable· interest in the above· mentioned fields of science. 

In a previous paper12 the authors applied fractal measures to the natural 
polymer chitosan. Chitosan is derived from chitin, a natural polymer found in the shells 
of crustaceans. It is of interest primarily because of its chelating potential and interac· 
tions with other organic materials. Experimental results show that the surface of milled 
chitosan powders are indeed fractal and that the fractal dimension depends on the 
source of the chitin (crab vs shrimp) and on the temperature at which the chitosan was 
comminuted. 
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EXPERIMENTAL METHODS 

MATERIAL: Coarsely ground chitosan meal from shrimp and from crab was obtained 
from Protan Laboratories, Inc. Redmond, WA. The chitosan meals were further 
comminuted by milling at liquid nitrogen temperature (SPEX Industries freezer mill, 
model 6700) or by milling at ambient temperature using a standard ball mill. The 
milled powders were then passed through a series of standard sieves with mesh sizes 
ranging from 44~m to 297~m. For some runs, the finer powders were further divided 
by sonic sifting, which produced groups of 0-10, 10-20, 20-30, 30-38 and 38-44 ~m 
particles. 

SURF ACE AREA: The specific surface area, i.e., surface area per gram, of each 
group of particles was determined using a Micromeritics gas adsorption apparatus 
(model2100E). Initial measurements were made using nitrogen gas as the adsorbate. 
However, the data points for the standard BET plots were very erratic and the 
expected linear behavior was seldom observed. This suggested insufficient sensitivity 
for this adsorbate-adsorbent pair. Switching to argon, a slightly smaller molecule (13.8 
vs 16.2 A2) with much lower saturation vapor pressure (189 vs 729 mmHg at 77 K), 
provided smooth and linear BET plots of volume adsorbed versus pressure. Fig.(l). 
The specific surface area of at least eight groups of particles with different average 
sizes was evaluated for each of the four treatments using argon as the adsorbate. 

x 
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'--" 

1 .2 

<: 0.8 
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X=P/ Po 

0.2 0. 25 

Figure 1. Plot of the linearized BET equation for a chitosan powder; argon 
is the adsorbate. 
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REACTIVITY: Several of the sieved particle groups were selected to determine their 
ability to hydrolyze the agent simulant diisopropyl fluorophosphate (DFP). The 
samples were treated as described by Andreotti et al.I3 and the reaction kinetics, i.e., 
the reaction rate constant, R, of each group of particles was obtained. The rate 
constant was determined by monitoring the release of the fluoride ion and fitting the 
amount of fluoride ion released versus time during the initial 20% of the reaction curve 
to a first order rate equation. The rate constant and the total fluoride ion released 
were obtained from the "least squares best fit" parameters. From the reaction rate 
constant, R, and the mean particle size, d, a reactive dimension was obtained as 
described in the next section. 

DATA ANALYSIS 

This section first outlines the standard approach to single gas BET determina
tions of the fractal dimension of powders where it is implied that the particles are 
monodispersed. A refinement of this approach is then presented,· which shows how a 
particle size distribution can be incorporated into the analysis. Lastly, the rationale and 
the method for determining a reactive fractal dimension are described. 

STANDARD MODEL: The surface area of a smooth spherical particle scales as ctz. 
If the particle surface is rough (but still in general spherical), the true surface area will 
no longer follow the dZlaw but will actually be somewhat greater. We assume this 
surface area can be expressed as 

( 1) 

where D is called the fractal dimension and is expected to be a fractional number 
between 2 and 3. The mass of a rough-surfaced particle is assumed to scale the same 
as for a smooth surfaced particle, i.e., m = kd 3• The specific surface area, s=S/m, as 
determined by gas adsorption,methods becomes 

S = kd (D-J) (2) 

Taking the log of both sides gives 

ln(s) = ln(k)+ (D-3)ln(d) (3) 

which shows that a log-log plot of surface area vs. particle size is linear and that the 
slope of the linear curve is equal to the fractal dimension minus 3. This is the working 
equation for obtaining the fractal dimension of powders when using the single gas BET 
approach. It provides all the experimental D-values in this study. 

NEW MODEL: If we have a group of n smooth particles of diameters di then the 
surface area of the ith particle is 
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and for n such particles the total surface area becomes 

The mass of the n particles is 

and the specific surface can be written as 
n 

' 2. Ldi 
S i•I 

s= - =k--
m f 3 

L di 
i•l 

(S) 

(6) 

(7) 

If the particle diameters are expressed in terms of the mean diameter d as d i = d + a z i 

where z is the standard normal random variable and a is the standard deviation then 

(8) 

and 

~d~= I (Cl+azi) 2 =cf+a 2 (9) 
d, z, 

For a rough surface we need to approximate 

~d~= L(d+azi)
0 

(10) 
d, z, 

where 2~0~3. It has been showni4 that a suitable approximation can be found that 
when coupled with Eq.(7) yields 

where 

ln(s)=ln(C 1)+(D - 3)ln(d)+l3) (ll) 

l3=3a
2
In(3) 

d
2
+3a 2 

( 12) 

This equation reduces to Eq.(3) for monodisperse particles where a is zero, i.e., f3 = 0. 
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REACTIVITY: The reactivity dimension, DR, is determined in a manner analogous to 
that for the geometric fractal dimension, D. If the fluoride ion concentration, the 
experimental measure of the reaction taking place, is proportional to the number of 
reactive surface sites, then it is reasonable to assume that the fluoride ion concentra
tion and its time dependence, from which the reaction rate constant, R, is determined, 
will also be proportional to the surface area. Since surface area for a rough surface 
scales as dD, it is probable that the rate constant wm scale as d 

0 11
• The surface area of 

particulate matter, e.g., powders, increases with the amount of material present. On a 
unit weight basis, since the mass of rough particles scales as d3, the reaction rate 
constant, R, will scale as 

( 13) 

This is Eq.(2) with s replaced by Rand D by DR; its linearized version is Eq.(3) with 
these same replacements. 

RESULTS AND DISCUSSION 

Results of the gas adsorption measurements are shown in Fig.(2) where the 
natural log of the specific surface area, In( s) ( s is the surface area in square meters per 
gram), is plotted against the natural log of the mean particle diameter. The four 
treatments, two products (crab and shrimp) milled at two temperatures (ambient and 
liquid nitrogen), are shown. The fractal dimension, D, varies between 2.41 and 2.88 for 
these products. The largest change in D occurs between the two temperatures, with 
ambient temperature milling producing the higher D-values. However, changes in the 
fractal dimension due to source (crab vs. shrimp) are also significant, especially when 
the raw products are milled at low temperatures. Shrimp chitosan shows the higher 
D-values. Higher D-values indicate an increase in surface roughness, that is, the 
surface has larger peaks and valleys or is more porous. As D -> 3 the surface becomes 
"space filling". It is also clear from Fig.(2) that at higher D-values, the effect of particle 
size on the specific surface area becomes less pronounced. This is in accord with 
Eq.(3) which shows that at D=3 the surface area becomes constant. Apparently, rough 
surfaces allow for a greater packing density of the adsorbate molecules so that the 
larger rough surface particles adsorb far more than their smooth surface counterparts. 
Adsorption on small particles remains limited whether or not their surface is rough. 

The third observation that comes from Fig.(2) is the fact that the data plots for 
the three highest values of D are not strictly linear. The theory embodied in Eq.(3), 
however, shows that these plots of In( s) vs In( d) should be linear. For these three 
nonlinear cases, statistical analysis showed that a quadratic fit was significantly better 
than the linear fit. It was believed the cause of this nonlinearity could have significant 
implications (lack of sensitivity in some of the measurements, overly simplistic model, 
etc.) and a study was undertaken to determine the source of the nonlinearity. 
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Figure 2. Plot of ln(s) vs ln(d) from Eq.(3). The fractal dimensions, D, for 
four chitosan products are shown in the figure. 

Equation (3) incorrectly assumes that the particles within each group are all the 
same diameter, i.e. monodispersed. In fact, the diameter of the sieved particles 
evaluated in this study was shown to be normally distributed, Fig.(3). Thus, it seemed 
logical to investigate the relationship between particle size and the measured area of a 
powder. 

It is easy to show using computer simulations that the total surface area of a 
group of monodispersed smooth particles of any given diameter can be increased or 
decreased by allowing a distribution of the particle diameters. The surface area can 
increase or decrease even though the mean diameter of the distribution is the same as 
the diameter of the monodispersed group. It is clear then that the observed curvature 
in the plots of In( s) vs. In( d) could be produced by particle size distributions within the 
particle groups used for the BET surface area determinations. Computer simulations 
carried out for both smooth and rough surfaces demonstrated that In(s) vs.ln(d) plots, 
which are linear on the basis of mean particle diameter, can be nonlinear when the 
actual surface area is calculated from the known randomly chosen, normally distributed 
diameters. 

Since the observed curvature in the plots used to obtain the fractal dimension 
can be attributed to particle size distributions, a mathematical model which takes into 
account such variations would be valuable. A brief derivation of a new model which 
corrects for size distribution effects was given in the previous section. 
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Figure 3. Particle size distribution for a group of 70 chitosan particles. A 
computer generated normal distribution of 70 particles is also shown. 

Figure ( 4) shows the result of computer calculations obtained on computer 
simulated normally distributed-random-smooth particles. The particle diameters were 
generated using a random number generator in which the mean value and standard 
deviation of the distribution could be specified. By varying the coefficient of variation 
(%deviation) between groups of simulated particles, the nonlinear curves and the 
linear curves showing smooth particles to be fractal were calculated. Clearly then, 
particle size distributions can provide curvature in the standard In( s) vs. 1 n (d) plots; 
other particle group distributions may generate linear plots but the fractal dimension 
obtained from them will be incorrect. Only if the coefficient of variation remains 
constant between groups of particles will the resulting plots be linear and of the proper 
slope to give the correct value of D. 

Also shown in Fig.( 4) are the results of applying the new model [Eq.(ll)] 
described in the previous section which takes into account the particle size distrib
utions. The linear curve showing smooth particles to have a fractal dimension of 2.3 is 
changed and now provides a fractal dimension of 1.93, which is much closer to the 
correct value of 2.0. Nonlinear plots have been linearized by the model and now 
provide the proper fractal dimension. 
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Figure 4. Plots ofEq.(3) (current model) and ofEq.(11) (new model) for 
computer generated particle size distributions. The particles are assumed 
smooth with fractal dimension 0=2.0. 

Figure (5) shows the results of a computer simulation for 11rough11 particles of 
fractal dimension 2.5. Again, particle size distributions can result in nonlinearities and 
incorrect values of D. Using the model to correct for size distributions linearizes the 
data plots and provides the correct value of D. 

1.4 .-----------------, 

1.2 D=2.50 
o CALCULATED (CURRENT MODEL) 
t:. MONODISPERSE (EITHER MODEL) 
o CALCULATED (NEW MODEL) 

....... 0.8 
~ 
.s 

0.6 

0.4 

0.2 

o~~~~~~~~~~~~~~ 

0.8 1.2 1.6 2 2.4 2.8 3.2 

In( d) 

Figure 5. Plot of Eq.(3) (current model) and of Eq.(11) (new model) for 
computer generated particle size distributions. The particles are assumed 
rough with fractal dimension D=2.5. 
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Three particle size groups from each of three treatments (material from the 
fourth treatment, crab chitosan milled at liquid nitrogen temperature, was not available 
when reactivity measurements were being made) were submitted for a standard 
evaluation of their reactivity potential. The three groups selected covered the range of 
particle sizes available. The reaction rate constants provided by this analysis were used 
in place of the specific surface area, as suggested by Eq.(13), and plots of In(R) vs In( d) 
were used to obtain a reactive dimension DR. Thus, the reactive dimension is a 
measure of the fraction of the surface , i.e., number of reactive sites per unit area, that 
is involved in the reaction. Figure ( 6) is a plot of the reactive dimension obtained as 
described above versus the geometric fractal dimension, D. 
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Figure 6. Plot of the reactive fractal dimension, DR, vs the geometric fractal 
dimension, D, for the three chitosan products for which reactivity measure
ments could be made. 

Although there are only three data points, one for each treatment evaluated for 
reactivity, the plot is perfectly linear. The additional data point for the fourth 
treatment could certainly strengthen this case, but in spite of this lacldng, these initial 
results strongly indicate that the reactivity of chitosan powder can be predicted from its 
geometric properties as measured by the fractal dimension. This fact is perhaps not 
unexpected since, as mentioned in the derivation of DR, it requires only a strong 
relationship between the total surface area and the number of reactive sites. 
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However, the strong linearity of these results indicate that the observed differ
ences in the reaction rate constants for the various products evaluated are not due to 
inherent differences in the chitosan chemistry. Instead, it appears that the structure of 
the chitosan and the effect of milling operations on this structure control the reaction 
rates. All of the observed differences in the reaction rate constants, whether the 
products came from different size groups within a treatment or from different 
treatments, can be explained by geometric differences in the surface roughness. 

CONCLUSIONS 

The surfaces of chitosan powders are fractal; the fractal dimension, D, ranged 
from 2.41 to 2.88 for the treatments studied. The value of Dis affected by the temper
ature at which the powders are milled with ambient temperatures producing a rougher 
surface (higher D-values) than liquid nitrogen temperatures. The source of the 
chitosan powder also has some effect on the value of D. The chitosan obtained from 
shrimp had a rougher surface than the chitosan from crab at both milling temperatures. 

Computer simulations show that particle size distributions can cause curvature 
in the standard In( s) vs In (d) plots used to obtain the fractal dimension, D, when single 
gas BET measurements are used to obtain the specific surface area. In addition to 
curvature, particle size distributions can produce incorrect values for the fractal 
dimension. A new mathematical model has been developed to correct these problems; 
computer simulations demonstrate the validity of this model. 

The reactive fractal dimension, DR, of chitosan powders, determined from the 
reaction rate constants of several groups of particles of different mean particle size, is a 
linear function of the geometric fractal dimension, D. This suggests that the inherent 
reaction rate of chitosan is constant across source (shrimp or crab) and milling temper
ature (ambient or liquid nitrogen); all observed differences in the reaction rate 
constants can be readily explained by geometric variations in surface roughness. 
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ABSTRAcr: The unraveling of the evolution of third- order nonlinear 
(Chi- 3) effects in optical materials is an essential element in the 
development of materials for tunable laser eye protection. The processes 
by which nonlinearity contribute to laser eye protection are contained in 
the real and imaginary parts of Chi- 3. The real part causes an 
intensity-dependent change in the phase of the interacting light (laser) 
and the imaginary part a change in the light intensity transmission. The 
real part has been measured using the Optical Ke.rr Gate technique. The 
imaginary part, intensity dependent transmission, can be characterized by 
two photon absorption, excited state absorption or a combination of the 
two. Using ultrashort laser pulses, we were able to differentiate between 
the two processes and hence determine the dominant mechanism affecting the 
nonlinearity. A simple theoretical model has been developed to include 
both kinds of effects. 

In order to develop an effective nonlinear material for laser eye 
protection, the application (goggle configuration) must be specified. 
This will then determine the process to be maximized, i.e. phase change or 
intensity-dependent absorption. The techniques developed in this study 
will be used as a guide to design m::>lecular structures with large 
nonlinearities in the most effective process mode. 
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The interaction of an electric field with a material produces a 
separation of negative and positive charges, producing a polarization in 
the madium that varies according to the oscillations of the field. When 
the fields are weak, the induced polarization has a linear dependence on 
the field, which is described by equation ( 1) • 

(1) 

At lo.v field intensitie~1 (E) the polarization (P) is characterized by a 
linear susceptibility X{ 1 which determines its propagation properties 
in the material. At high field intensities we need to include a nonlinear 
polarization term P nl, and so the overall polarization beccmas 

Pc:E0x0 >E+Pnl (2) 

The nonlinear polarization is of the fonn 

( 3) 

whete X ( 2 ) and X ( 3 ) represent the secorrl-order and third-order 
susceptibilities. They represent the magnitudes of higher order 
interactions am:mg the applied fields and are detennined by features at 
the m:>lecular level, .irx:luding electronic delocalization, m:>lecular 
structure and overall m:>lecular packing. The parameter of special 
interest for this study is the third-order nonlinear effect as denoted by 
the third-order susceptibility X { J ~ • It consists of a real part that 
describes a change in refractive index, and an imaginary part that is 
responsible for nonlinear absorption by excited state effects or by 
two-photon absorption or by a catbination of both. The overall magnitude 
of the third-order susceptibility is obtained by degenerate four wave 
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mixing (DFWM) techniques. The magnitude of the real part is obtained fran 
measureroonts of the Optical Kerr Gate effect and its sign by 
concentration-dependent DFWM values . Direct rreasurem:mt of 
intensity-dependent total transmission of ultrq.jhort pulses is one of the 
nany ways of measuring the imaginary part of X( ) • The relative 
contributions to the imaginary part fran two-photon absorption or excited 
state absorption can be ascertained by perfonni..ng intensity- deperxient 
transmission experiments, rronitoring the four wave mixing signal at 
different punp intensities for a wide range of concentrations, or by 
xreasuring the intensity transmitted straight through the sanple as a 
function of different laser pulse widths. 

Each of the mentioned effects is an essential element that properly 
assesses nonlinearity in relevant materials. The techniques developed in 
this study, as well as the values for materials tested, are essential 
factors in assessing the types of m::>lecular structures with third-order 
nonlinearities. The intensity-deperxient change in refractive index and 
the intensity-dependent absorption effects in materials are especially 
arrenable to tunable laser eye protection scherres. This study will focus 
on these effects and on the magnitudes measured on selected sanples. 

ANALYSES 

Measurement in Solutions 

The experimental setup used for DFWM experiments is shown in Figure 1. 
The analysis of nonlinear xreasur~nts in solutions using this technique 
has been fully described elsewhere , fran which the follc:Ming equation 
was derived based on the relationship of the s~ond hyperpolarizability 
< > to third-order macroscopic susceptibility . 

Ol • Ill L 'y 60luc,.AC 
X•oJution X,oJvene• M ( 4 ) 

where A is Avogadro's m.mber, M the ~lecular weight of solute, C the 
concentration of solute in g/mL and L the local field correction 
factor. For lCM concentrations X ( J) of the solution follCMS a linear 
relationship with respect to the concentration of the solute. The 
plotted data will fall on a straight line whose slope is the value of the 
s~9nd hyperpolarizability of the solute. This is shown in Figure 2a. 
X ( _, J can have ooth real and imaginary CaipOnents originating fran the 
solute as well as the sol vent. The real part is responsible for the 
nonlinear refractive index and the imaginary part for nonlinear 
absorption. The real part can be3~ither positive or negative. In the 
case of nost organic solvents, x( 1 is real arxl positive and can be 
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expressed as a cari::>ination of the real and imaginary functions expressed 
by the relationship shown in equation 5 . 

1 

lx (l)! =( (v(l) +Rev (l) ) 2+ ( Imv(l l ) 2}1' 
~soJ vent ~ 14fr1Ph ... ~ 114JT!Pl• ( 5) 

Thus by rronitori.ng the concentration dependence of I X ( 3) I the 
contribution fran the solvent can be detenn.:ined; it is the value shown at 
the intercept of the line describing the relationship in Figure 2 . Fran 
the shapes of these curves, Figure 2, we can detennine the sign of the 
real part and in qualitative tenns whether the imaginary part is non
Z~<?· Therefore, fran DFWM exper.inents we aie able to calculate the 
X (-' J values for the sol vent and the solute and other relevant . 
il)~~mnation. Fran Kerr Gate experbrents we can Irea.Sure the real part of 
X ( J and by substituting into equation 5 determine the imaginary part. 
The elucidation of the cooponents of the imaginary parts is further 
anplified by investigating intensity-dependent transmission experbrents. 

Kerr Gate Technique 

The r~ part of X ( 3 ) can be determined using the optical Kerr gate 
technique. The experbrental setup for making these types of 
xreasurenents is shown in Figure 3. 'lWo laser beams, one at 1064nm (the 
punp beam) and the other at 532nm (the probe beam) are directed into a 
sanple by mirrors (M) with the probe beam terrp::>rally delayed by the delay 
line (DL) . The probe beam is polarized at 45 degrees (Pl) with respect to 
the punp beam. The probe beam experiences a phase retardation 

L 
64>(t)= - w 16n(t) c ( 6) 

between its parallel and perpendicular crnponents as it travels through 
the sanple. This causes the polarization vector of the probe to change. 
Energy is then transmitted to the detector (D) through polarizer P2, which 
is oriented at 90 degrees to Pl. The magnitude of the signal depends on 
the delay between the punp and probe beams and cc;m be expressed as 

( 7) 

where s1 is the total signal of the probe beam when the tw:> polarizers 
are oriented parallel to each other. The nonlinear index n2 is then 
calculated fran the following equation 

(8) 
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where: 

B= 4x3 + 4x2 + 2(1 +xl) 

(x
2
-1)

2
(x+2) (x 2- 1)(1 -x)(2x+ 1) 3(1 - x)2(1 +x)2 

C= 4x + 4 
(x 2-1 )(x+ 1) 3(1-x 2) 

Here T1 is the laser pulse width, i represents the ith solution, Si ( 0) 
is the amplitude at zero time delay between pump and probe for.the ith 
sample, and y is the fraction of the nonlinear refractive index arising 
fran fast ~reehanisms. For sanples for which the slow ~reehanisms carmot be 
resolved, the last tenn in the equation can be ignored. The relationship 
of the nonlinear index value with the third-order susceptibility is 
governed by 

ru(w)=3Rex3( - w; w, - w, w)/8no(w) (9) 

Positive ReX(J) will lead to focusing of the beam and negative values to 
defocusing. 

Intensity Dependent transmission 

The equation for the intensity (I) of a beam propagating through a 
naterial in which nonlinear absorption, two-photon absorption and 
excited-state absorption are occurring can be written as: 

di 2 - r::-ai-{31 - aNI 
dz (10) 

where a is the linear absorption coefficient, f3 the two-photon absorption 
coefficient, ~ the excited-state absorption cross section and N the 
population density of the excited-state created by the absorption 
process. The population density is described by. the equation: 

dN _ ai _ N 
at -rv 1 ( 11) 

where r is the decay time for the excited-state and hv is the energy of a 
laser photon. Solving equations 10 and 11 we can evaluate the total 
energy transmitted (TE) through the sanple using the following 
expression 
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00 00 

II I(l, r 1, t 1) dt 12nr1dr 1 

T = o- oo 
E oooo 

I I I ( 0 , r 1 t 1) d t 12 n dr 1 

o- oo 

(12) 

where I(O,r,t) is assumed to have Gaussian spatial and temporal profiles. 
The nonlinear transmission (the ratio of the total energy transmission, 
TE, to the linear transmission) is maasured as a function of the 
incident laser intensity. Fran an analysis of the data, the coefficients 
appearing in equati9~ 10 can be ascertained and then related to the 
.imaginary part of X l ) . · 

Experi.nental Results and Discussion 

We have selected ~ organic carpounds (Figure 5) for continued 
studies by der~g the n(~inear absorption processes contributing to 
the overall X 

1
effects. X values were previously obtained for 

these carpounds. Intensity-dependent absorption nea.surenents were 
perfonred using picosecond and nanoseconds laser pulses. The nonlinear 
sarrple was placed at the focus of a lens (L) and the transmitted energy 
was IOOaSured as a function of the incident energy using silicon detectors 
( Dl&D2) • The setup for making these types of measurerrents is shCMO in 
Figure 4. 

Figure 6 shc:MS the dependence of the energy transmission through the 
sanples as a function of incident intensity. If nonresonant two-photon 
absorption were the only rrechanism contributing to the transmission 
decrease, we would expect the nanosecond and picosecond curves to be 
superimposed. The separation between the curves .indicates other 
IreChanisms are also contributing. 

Figure 7 shows the dependence of the energy transmission through the 
sanple as a function of incident fluence. The curves are essentially 
superimposed, indicating a fluence-dependent process such as excited-state 
absorption as the daninant nonlinear effect. 

For both figures 6 and 7 the values of TE (equation 12) were 
calculated and fitted to the experi.nental data to obtain the values of the 
paraneters f3 , CJ ,and r given in Table l. These are shCMO as the dashed 
and dot-dashed lines for nanosecond and picosecond pulses, respectively. 
Fran the value of f3 obtained fran the fit, we determined the .imaginary 
part of X ( 3 ) using the follCMing relationship: 

( 13) 

where n is the refractive index of the sarrple 1 c the speed of light 1 to the 
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vacuum pennitivity and >. the wavelength of the laser light. For 
benzoporphyrin 2, only an upper limit for f3 could be determined because 
excited- state absorption daninated both the nanosecond and the picosecond 
behavior. The /i of ZeSe is given in Table 1 for carparison. The real 
part of the nonlinearity was neasured using the optical Kerr gate setup. 

Techniques have been developed to provide insight into the origins of 
the nonlinear processes in materials . For laser eye protection schemes 
the nonlinear absorption effect will likely be the .i.np:)rtant operating 
Ireehanism. With this test and analysis rrethcd, we have S\}.~espfully 
delineated and neasured the real and imaginary parts of X ( .J J for two 
benzoporphryins that were originally synthesized as nonlinear materials 
for laser eye protection. The future success of providing protection 
against tunable lasers rests with providing materials with the right 
nonlinear properties in the right configuration. The techniques developed 
here will provide the necessary design information to intelligently 
provide the optimum protection. 

1. D.V.G.L.N. Rao, F . J. Aranda, J.F. Roach and D.E . Remy, Appl. Phys. 
Lett. , 58 (12 ) , 1241 (1991 ) 
2. M.T. Zhao, B.P. Singh and P.N. Prasad, J. Chern. Phys. 89, 5535 (1988 ) 
3. P.P. Ho and R.R. Alfano, Phys. Rev. A20, 2170 (1979 ) 
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Figure 1 
NLO Measurement Layout 
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(a) 
x3 

Real part positive 

Concentr;uion C 

(b) 

Real part negative, Imaginary part zero 

Concentration C 

(c ) 

Real part negative, Imaginary part nonzerq 

Concentration C 

Figure 2. Exarrples of the variation of X ( 3) with 
respect to sarrpl e concentration 
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Kerr Gate Experiment .setup 

M 

532nm 

M 

M 

M =mirrors 
P ""crossed polarizers 
D a detector 
DL .., delay line 

1064nm 

Both beams are originally vertically polarized 

Sample 

Figure 3. Experimental setup for measuring the Kerr 
gate effect 
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Laser 

F = filters 
L = lens 

F L P1P2 

P1 ,P2 = polarizers 
01,02 a detectors 
BS = beamsplitter 

as Sample 

01 

Figure 4. Experimental setup for intensity-dependent 
transmission measurements 

81 

F 02 



ARAND.l\ et al. 

Benzoporphyrin 1: R = p-Methoxy 

Benzoporphyrin 2: R = H 

Figure 5. The chemical structures of the benzoporphyrins used 
in this study 
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Figure 6. The energy transmission of the samples measured as a 
function of the incident intensity: a) benzoporphyrin 
1, b) benzoporphyrin 2. The circles and the triangles 
represent the nanosecond and picosecond measurements , 
respectively. The dashed and dot-dashed lines are the 
best f i t of the data to equati on 12. 
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Figure 7 . The energy transmission of the samples measured as a 
function of the incident fluence: a) benzoporphyrin 1, 
b) benzoporphyrin 2 . The circles and the triangles 
represent the nanosecond and picosecond measurements , 
respectively. The dashed and dot--dashed lines are the 
best fit of the data to equation 12. 



Tabl e 1 

Values of {3, rJ , a nd T obtained from the bes t fi ts to T E · 

Cone. 0 p q T Im(x(3l) Re(xC3l) 

g/1 cm - 1 cmjG\V 10- 11cm-') ns 10- 13esu 10- 14esu 

Bcnzo 0.46 2.4 2.5 3 15 9 7.8 

Porr.hyrin 1 

Bcnzo 0.46 3.8 ~ 0.5 3 15 ~ 1.8 9.1 

Porphyrin 2 

{J(ZnSe)= 5.5 cm/GW 
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perlormance of orthogonally woven fab1ic body armor systems under nmmal (0-degree) 
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Numerical Simulation of Ballistic Impact of Textile Structures 

Philip Cunniff 

U.S. Army Natick Research, Development and Engineering Center 
Individual Protection Directorate 

Natick MA, 01760-5019 

The U.S. Anny Natick Research, Development and Engineering Center (Natick) is 
the lead laboratory within the Depattment of the Army for the development of improved body 
a1mor systems. In that role, Natick has been aggressively active in obtaining and evaluating 
mate1ials that may have potential to improve the performance of existing body rumor systems. 
Those evaluations ru·e intended to identify high potential materials and may be used to assist 
in the optimization of textile fibers for body rumor applications. Textile mate1ials are ideally 
suited for body ru·mor applications, since the pe1formance of these systems is not judged 
solely in terms of the impact performance; the weight, bulk, and comfort of the system also 
affect pe1formance. 

Under ballistic impact, textile fibers are subjected to intense axial tensile and lateral 
compressive stresses at extremely high strain rates. A precise definition of optimal fiber 
properties for applications where the loading placed on the fibers is due to ballistic impact 
must account for the energy absorption of systems of these fibers under conditions typical of 
ballistic impact. Conventional fiber test methods, however, ru·e designed to detennine material 
prope1ties at strain rates decades below the rates typical of ballistic impact. Consequently, the 
optimization of textile fibers for body rumor applications must rely on experimentation using 
test methods designed to approximate the loading conditions of ballistic impact, or use some 
alternative methodology. Numerical modeling of the impact event provides one such 
alternative methodology. 

One possible path to optimization would be to produce fairly large quantities (lO's 
of kilograms) of a number of processing variants of the subject fiber, weave these fibers into 
fab1ics, and experimentally dete1mine the impact performance of systems of these woven 
fab1ics. This method has the disadvantages of being rather costly, time consuming, and 
inefficient. The use of nume1ical models in conjunction with experimental techniques enables 
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the fiber developer to estimate the perfonnance of body a1mor systems under ballistic impact 
without producing large quantities of fiber. 

The numerical model discussed in this paper takes expe1imentally determined 
material properties as input parameters and provides a prediction of the impact performance 
of systems of woven fabric. The main role of nume1ical models for the prediction of the 
impact response of body armor systems has been to dete1mine the dominant failure and energy 
absorbing phenomena that occur during the impact event. Extension of the use of these 
models to include characteiization of systems for which no experimental data exist implicitly 
includes many simplifying assumptions. However, to the extent that these assumptions are 
considered accurate and pertinent to the new system, experimentation may be reduced to the 
dete1mination of fiber mate1ial properties at applicable strain rates . 

This determination can be made using a single yarn ballistic impact test procedure1. 

The single yam impact test is perfmmed on yams of sufficient thickness to be imaged on 
Polaroid® film during the impact event. A minimum of about one gram of mateiial is required 
to conduct these tests. 

While the accuracy of Natick's nume1ical models is considered to be quite good, 
the ultimate test of the pe1f01mance of a body armor system is always determined from actual 
experiment. The availability of numerical models to predict the performance of body a1mor 
systems merely reduces the parameter space over which actual ballistic impact tests must be 
conducted to optimize a textile fiber. Perhaps of equal or greater impmtance, however, is the 
capacity of these models to elucidate the fundamental energy absorption and failure 
mechanisms that are active in body armor systems under ballistic impact. 

This paper provides an overview of the capabilities of a numerical model to predict 
the performance of orthogonally woven fabric body armor systems under normal 
(0-degree) impact by 1igid (nondeforming) projectiles. A more rigorous desc1iption of the . 
model algorithm and perfmmance characteristics, not considered appropriate for publication 
in this paper, will be presented later. The predictions of the model have been extensively 
compared to expe1imental data; an exhaustive description of that work is similarly deferred. 
This papers presents an overview of the scope of the testing performed, and some 
representative comparisons of the model predictions to the experimental data. Comparison of 
the model predictions to experimental data serves as a method of examining the simplifying 
assumptions used in developing the model. The consequences of making some of those 
assumptions are discussed in some detail in this paper. 

EXPERIMENTAL 
Several special purpose ballistic impact tests were conducted to ve1ify the model 

predictions. In the first se1ies of tests, single ply systems of fabric were subjected to impact by 
1.1 gram right circular cylindrical fragment simulators over a range of velocities from just 
below the ballistic limit of the system to several hundred meters per second above the ballistic 
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limit. The fabric systems tested in this work are tabulated in Table 1. 

Table 1: Fabrics Tested in Special Purpose Impact Tests 
FABRIC WEIGHT ENDS/PICKS 

MATERIAL DENIER WEAVE 

(oz/yd2) (g/cm2) (cm·1) 

IKevlar 29 1500 l4.U U.U4~ IJ.4 X U.4 l.Xl. .ljasl<et 
Kevlar 29 1000 8.7 0.029 14.7 X 14.7 Plain 
Kevlar 29 200 3.2 0.011 25.2 X 25.8 Plain 
Spectra 1000 650 6.5 0.022 13.0X 14.2 Plain 
Spectra 1000 375 5.2 0.018 19.7 X 22.0 Plain 
Spectra 1 000 200 3.3 0.011 21.7 X 22.0 Plain 
nylon 1500 14.0 0.048 13.4 X 13.4 2X2 Basket 

The experimental procedure used to quantify the impact response of fabrics tested in this work 
is typical of other work2•3. Briefly, a compressed helium charge was used to propel a 0 .558 em 
diameter steel projectile onto fab1ic systems which were constrained in one of several 
different sample mounts. Projectile soiling (V8) and residual velocities (Vr) were monitored 
using light screens and counter timers. These velocities were conected for air drag according 
to: 

where: 

vuncorrected 

vcorrected 

R 

s 

R-S v = v (- ) corrected uncorrected R 

Velocity as determined from the instrumentation 

Actual velocity. 

Correction Constant. (R=55.4 for V in m/s) 

1/2 the baseline distance+ distance to the sample. Note the base
line distance is the distance between the light screens 

In addition to the special purpose impact tests and available ballistics data, two 
types of high speed photographic techniques were used to ve1ify the computational procedure. 
In each technique, the image of the def01ming fabric was recorded on ASA 20,000 (Polaroid 
Type 57) film. When a photographic record of the impact event was required, the impact tests 
were conducted as discussed above for the special purpose impact tests except that a thin film 
piezoelectric transducer was mounted to the fablic at the impact point to allow for o·igge1ing 
of the photographic equipment. The photographic techniques required that the camera shutter 
be open during the impact test; just prior to firing the projectile, the room was darkened and 
the shutter of a camera was opened to expose the film to the target. Dlumination for the 
photographs was supplied by either a EG&G Model 50 I single microflash unit (single flash 
photographs) , or an EG&G Model 502 multiple microflash unit (multiple microflash 
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Figure 1. Instrumentation used In hlglt speed photography. 

photographs). These microflash units provide light pulses with a duration of about 0.5jls; the 
multiple microflash unit provides a series of up to 15 such pulses at a user-specified delay 

between pulses. The time of impact was determined by monitming the response of a thin film 
piezoelectric transducer (Pennwalt Corp, Kynar Piezo Film Department) mounted at the 

impact point on the impact face of the fabric sample. Figure 1 illustrates the instrumentation 

associated with use of these transducers to dete1mine timing dwing the impact event. The thin 
film piezoelectric transducers used in this work are relatively inexpensive (costing less that 
$2.00 each), and were found to be reusable for up to 5 or 6 different impact tests. Since the 

projectile physically penetrated the transducer, the damaged part of the film was simply cut 

away with a pair of scissors and the transducer was reused. The response of the impact 

transducer was monitored on a multiple-channel digital oscilloscope (Norland Model 3001, 

minimum sample intervallOO ns). 

The signal produced by the transducer was amplified and fed into a delay generator; 
after a user-specified delay, the delay generator triggered the light source. The exact time of 
the occurrence of the light pulse was determined by monitoring the response of another 
piezoelectric film transducer mounted on the reflective surface of the flash head. The response 
of this transducer was fed into a separate channel of the digital oscilloscope. The time after 
impact of the photograph was taken to be the difference in time between the rise of the 
respective signals of the impact transducer and the flash transducer. 

In the more simple of the photographic techniques, single flash high speed 
photographs were taken of the fabric system dming the impact event; a representative 
photograph using this technique is illustrated in Figure 2. The tent-shaped transverse 
deflection of the fab1ic is typical of deflection pattern in orthogonally woven fabrics under 
ballistic impact. The photographic clruity of the images produced by this method allowed for 
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Figure 2. Single mlcroftash photograph of a Kevlar19 fabric Wlder balllstlc Impact (Vs:259 m/s; time after Impact: 34J..ls 

direct measurement of the base dimension of the transverse deflection from the photographs. 
A time history of the base dimension of the transverse deflection was made by photographing 
a series of impacts at the same impact velocity at different times after impact. 'This method 
had the advantage of allowing for the simultaneous recording of the transverse deflection in 
both the warp and weft yarns; in unbalanced fabrics, the deflection geometry may be 
stiikingly asymmetric. The fabric under impact in the photograph of Figure 2 was a nearly 
balanced fabtic; in such cases measurement of the base dimension of the transverse deflection 
was taken to be the average of the measurements made in the warp and weft directions. 

Multiple microflash photographs of the deforming fab1ic were also obtained. This 
technique allowed for the obsetvation of the transverse deflection of the fabric at up to four 
times after impact. The use of this technique provided equivalent data to up to four single flash 
photographs, but no infonnation pertaining to differences in the transverse deflection in the 
warp and weft directions was recorded. The main advantage of the multiple microflash 
technique was that direct measurement of the out of plane deflection could be made from the 
photographs. The combination of the two techniques provided data pertaining to the tluee 
dimensional deflection of the fabric system as a function of time after impact. Figure 3 is a 
typical multiple microflash photograph of a single ply of 3.2 oz/yd2 Kevlar® fabric . 
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Figure 3. Multiple mlcroflosh photograph of a Kevlar fabric under ballistic impact (Vs =259 m/s). 

NUMERICAL 

The model developed in this work provides a prediction of the time history of 
stress, strain, position, and velocity of a body armor material system under ballistic impact. 
The model is designed to continue with these predictions until either a user-specified time 
after impact is reached, or a user-specified failure c1iteria is exceeded. Table 2 summruizes the 
input parameters that are required of the user. 

Projectile striking velocity 

Projectile mass 
Projectile diameter 
Boundary conditions 
Model output parameters 
System failure criteria 

Table 2: User Supplied Input Parameters 

Fabric constitutive properties 

Fabric panel areal density 
Fabric panel dimensions 
Fabric crimp 
Model stability parameters (not currently required) 
Maximum simulation time 

The basic numerical algorithm in the present numerical model is essentially 
unchanged from the algmithm reported by Roylance4-6; at each time increment of the 
simulation, the momentum, continuity, and strain compatibility equations are solved, and an 
"energy discrepancy" factor is calculated in lieu of the solution of an energy balance. Details 
of the implementation differ in that the code is now modular; the code allows for simulation of 
projectile geometiy (the original implementation assumed point impact), and several new 
boundruy conditions are possible. The code now allows for graphical output of field variables, 
and provides an automatic search capacity for the determination of ballistic limits. 
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It is of practical necessity to simplify the problem of ballistic impact onto woven 
fabric body armor; solution of the full field equations is exceedingly complex. On such 
simplification arises from the symmetry of the systems. Under normal (0-degree obliquity) 
impact, the response of a balanced weave fabric has three-fold symmetry; the response of 
one eighth of the system is representative of the response of the entire system. Using the 
symmetry argument reduces the number of model calculations without reducing the level 
of detail that the model is capable of providing. 

As in other problems in solid mechanics, problems concerning wave 
propagation require the solution of the governing field equations, a set of appropriate 
boundary conditions, the constitutive equation, and a failure criteria to fully describe the 
response of the system. Computational procedures are usually designed to solve the 
governing equations over smaller domains. To accommodate the computational procedure, 
the domain of the problem is discretized, or divided into smaller sections. 

The discretization of the domain of the problem was accomplished by assuming 
the fabric system could be modeled as a network of pin-jointed yarn elements. The yarn 
elements are assumed to have user-defined constitutive properties in the axial direction but 
are assumed to have zero shear and compressive stiffness. The grid spacing, or distance 
between parallel yarn elements is programmed as a user-defined input parameter. The user 
defines the length of the panel to be modeled, and the number of elements along one edge 
of the panel. The mass of the system is modeled as a uniform distribution of lumped 
masses over the system located at the points on intersection of crossing yarns. 

It was recognized early in the development of the code that the allowable 
number of nodes over which a tractable solution of the impact problem could be 
accomplished would necessarily have to be fairly small (preferable less than 40,000 
nodes). To accomplish that, the assumption that a multiple-ply system could be modeled as 
a single-ply system was explored7. The system effects that occur in multiple-ply systems 
were speculated to be due to the net increase in compressive stress that such systems are 
subjected to, and to a much lesser extent, to restrictions on the motion of the transverse 
deflection of the individual fabric plies by the other fabric plies within the system. 

Since lateral compressive strain energy and shear strain energy are quite 
localized around the impact point, and therefore small in comparison to axial tensile strain 
energy, the contributions of these strains to the total deformation mechanics of the problem 
were assumed to be negligible. Strain energy stored within the fabric system was assumed 
to be in the form of axial tensile strain only. The resulting constitutive equations for 
materials where a linear elastic model was appropriate was therefore reduced to the 
familiar Hooke's Law. 
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An instantaneous failure criteiia was selected for this work. Fai lure of the fabtic 
systems is assumed to occur instantaneously whenever the parameter K defined by 

where: 

a Stress 
K Material dependant damage parameter 

t 

K = JCa -a0)A.dt 
0 

a
0 

Stress level, below which no damage will occur 

A Material dependent parameter chosen to fit data. 

exceeds a critical value. In the present study, the value of K, a, and A were dete1mined from 
regression analysis of the model predictions of the response of single ply fabtic armor 
systems. Surfaces were generated to define the predicted values of strain in one of the yarns in 
contact with the projectile as a function of time after impact and as a function of projectile 
striking velocity. 

The key assumption implicit in this approach is that the compressive stresses in 
single ply fabric systems under ballistic impact are negligible. In multiple ply systems, 
however, this is not the case7. Each fabric layer more distant from the impact point transfers a 
load through subsequent plies to the projectile. This loading of intermediate plies manifests 
itself as a localized lateral compressive stress in the fibers of those plies. 

Among the simplifying approximations considered for use in the code was the 
idealization of the projectile. Examination of post-impact projectiles indicates that viitually no 
plastic deformation of the projectile (and hence no plastic work) occurs. The amount of elastic 
strain energy absorbed by the projectile is small in compruison the energy absorbed by the 
fabric system. For example, the elastic strain energy absorbed by a 17-grain body (e.g. 
munition fragment) at the yield point of the steel is less than 0.1 joule. It was therefore 
considered reasonable to consider the projectile as a 1igid body. 

A point impact approximation of the geometJy of the projectile was initially 
considered. Using this approximation, the projectile is considered to impact at the intersection 
of two crossing yarns; the impulse imparted by these yarns to the projectile results in a 
decrease in the velocity of the projectile over time. The magnitude of the impulse is 
proportionate to the stress in the yarns, the fabric's defonned geometJy, and the denier of the 
yarns. However, since the grid spacing is a user-selectable parameter, the denier of the 
modeled yruns may be continuously varied by the user. In addition to difficulties associated 
with the computational procedure, it is an expe1imental fact that the effect of projectile 
geometry on the perfmmance of woven fabrics under impact is pronounced. Figure 4 
illustrates the effect of projectile geometry on the energy absorption capacity of several actual 
fabric systems, including the cunent Personnel AITnor System for Ground Troops (PASGT). 
The ordinate of Figure 4 represents the ratio of the energy absorbed by the system at the 
ballistic limit when the system is under impact by a right circular cylindiical steel fragment 
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(ES) to the energy of the same system under impact by a tungsten fragment (EW) of equal 
mass and length to diameter ratio. The perfmmance of these fab1ic systems under impact by 
the high density tungsten projectiles is scikingly different from the perfmmance against steel 

projectiles, particularly for the Kevlar® materials. An increase in the ratio of projectile 
diameters of approximately 30% appears to lead to an increase in fabric energy absorption at 
the ballistic limit of 20- 200%. 

3.0 

2.0 

1.0 

0 
0-DEGREE 

OBLIQUITY 
45-DEGREE 
OBLIQUITY 

~ PASGTVEST 

~ 10 PLY NYLON 

~ 12PLYNYLON 

16GRAIN 
0-DEGREE 
OBLIQUITY 

16GRAIN 
45-DEGREE 
OBLIQUITY 

Figure 4. Ratio of the energy absorbed by the system at the baiUstlc limit when the system Is under Impact by a steel 
fragment (ES) to the energy of the same system under impact by a tungsten fragment (EW) of equal mass and lengtb 

to diameter ratio. 

The profound sensitivity of body mmor system energy absorption capacity on the 
projectile's presented area necessitated some accounting for this parameter. However, in 
keeping with the general simplicity of the model, the modifications to the code to account for 
projectile geomet1-y were kept simple. Projectiles were modeled as nondeformable platelets of 
zero-thickness and user supplied diameter and mass. 

RESULTS 
Typical results of the computational procedw·e are illustrated in Figure 5. Figure 5 

is a time series of output plots for both fabric displacement and fabric strain from the model. 
In this case, the fabric modeled was a 3.2 oz/yd2 Kevlar® fabric under impact by a 1.1-gram 
right circular cyhndlical projectile; the velocity of the projectile was 259 m/s. Only a small 
portion of the fab1ic was modeled; however, the boundary condition used in the model 
simulated an infinite fabric length. This condition sets the energy efflux rate at the edge of the 
panel to a constant. The strain profiles illusc·ated in Figure 5, therefore, represent the sc·ain 
that would be developed in an effectively infinite fablic panel at the respective times after 
impact. 
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Note that the impact condition simulated in Figure 5 is similar to the impact 
condition of Figure 2. The plots in the left hand column of Figure 5 are displacement plots; 
those on the 1ight are strain plots. As illustrated in Figure 5, at short times after impact, the 
strain developed in the fab1ic is concentrated in the yarns in ~ontact with the projectile. As the 
impact event progresses in time, mate1ial not in direct contact with the projectile is placed 
under strain. As alluded to previous!/, the b·ansverse deflection of yarns in contact with the 
projectile produces an effective impact condition in neighbming yarns not in contact with the 
projectile. 

DISCUSSION 
The predictions of the model for fabric sb·ain indicate that fabrics perfmm as a 

collection of yarns with fairly weak coupling between the yarns. The predicted strain profiles 
illusb·ate the sb·ongly anisob·opic response of the fabric systems. It is anticipated that the 
response of composite materials to ballistic impact will show a somewhat more uniform stress 
response, due to the ability of these mate1ials to b·ansfer loads though shear stress in the resin 
system to adjacent parallel yarns. 

The model predictions of strain as a function of distance from the impact point 
along individual yarns within the fabric indicate an oscillatory behavior as evidenced by the 
waviness of the lines in the sb·ain plots of Figme 5. This oscillatory behavior is thought to be a 
nume1ical a1tifact. Presumably, the strain in adjacent sections of a single yam is more 
smoothly varying than the model predictions indicate. The computer code developed in this 
work was designed to be relatively easy to modify. This was done to a certain extent at the 
expense of computational efficiency. These conveniences, together with the relative simplicity 
of the model, are thought to have led to these (small) discrepancies. 

The pronounced peaks near the periphery of the projectile are thought to be an 
accurate representation of the behavior of woven fabrics under ballistic impact. Examination 
of the collection of over 300 photographs obtained during the experimental portion of this 
work indicates the failure of fabrics under ballistic impact is initiated at the edge of the 
projectile, approximately in the position indicated in the sb·ain plots of Figme 5. Close 
examination of a number of photographs such as the one in Figure 2 indicates the initiation of 
such a failure. 

The model assumes a pin-jointed connection between orthogonal yam elements; no 
slippage within the fabric is accounted for. This assumption is largely borne out by 
experiment; yarn to yarn slippage is obse1ved only after the initiation of failure of yarns at the 
pe1iphery of the projectile. The assumption of a pin jointed connection between orthogonal 
yarns manifests itself in several ways in the predictions of the model, including effects 
relating to the load sha1ing between mthogonal yam elements. 

The sb·ain profiles of Figure 5 indicate a b·ough, or depression in strain, in yams 
that pass over the center of the projectile relative to the magnitude of strain in yarns that pass · 
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over the edge of the projectile. Apparently, very little load sha1ing is accomplished between 
parallel yarns. Under the pin-jointed approximation, load sharing is accomplished by 
distension of orthogonal yarns that connect neighbming parallel yams. In actual fabrics, 
bending of the yarns also acts as a mechanism of load transfer between parallel yarns. It is 
recognized that yams do possess a (small) bending stiffness. The bending stiffness of the 
yarns, which is proportionate to the moment of inertia of the filaments, is small because the 
filaments within the yams are very slender. The moment of inertia of the filaments is 
proportionate to the fomth power of the filament diameter. 

In the present development, yarn bending is ignored. This notwithstanding, the 
predictions of the model indicate that at least a marginal pe1fmmance improvement may be 
obtained by increasing the load shruing between parallel yarns . One possible path to this 
perlormance improvement may be to increase the derrier per filament of the fibers of the 
system (thereby consequently increasing the bending stiffness of the yams). There is usually a 
price to pay for increasing filament denier; however, the fiber strength may be adversely 
affected by these va1iations. Since the performance improvement anticipated by increasing 
denier per filament is expected to be relatively small, an associated decrease in fiber strength 
may have an overall deleterious effect on the impact perfmmance of the system. The 
modifications required to adapt the model to investigate these trade-offs are relatively simple, 
and will be considered in the future. 

SUMMARY 
A nume1ical model capable of predicting the pe1fmmance trade-off associated with 

altering the mechanical prope1ties of textile fibers intended for use in body armor systems has 
been implemented. The model may be used to assist in the optimization of fibers for improved 
body armor systems by using it in conjunction with other experimental techniques to 
dete1mine the high strain rate constitutive properties of textile fibers. 

While the predictions of the model ru·e considered to be quite accurate, the model 
merely represents another tool that may be used in the optimization process. This statement is 
not intended to diminish the importance of the models, or denigrate the utility of the models; it 
is intended simply to place the use of these models in a proper perspective. 

The algmithm for models developed under this work is relatively simple; this 
feature allows use of the models in the evaluation of lru·ge numbers of impact situations. 
However, the simplicity of the algorithm also has ce1tain drawbacks; c1itical issues pertinent 
to the penetration of textile am1or systems such as fiber melting, shear failure, and 
compressive failure have been completely ignored or only peripherally addressed. The model 
was developed to be fairly easy to modify; incorporation of many of these enhancements 
should be fairly straightforward. 
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Deformations near Axisymmetric Discontinuities in 
Inflated Fabric Tubes 

Thomas A. Godfrey 
US Army Natick R,D&E Center 

Natick, MA 01760-5017 

Introduction 

Pressure- stabilized fabric arches are being developed to 
provide lightweight, easily erected support frames for high 
mobility Army tents. Pressurized arches or ribs consist of 
fabric tubes curved to assume an arch shape on inflation. When 
pretensioned by air inflation, these structures develop 
significant stiffness and load-carrying capability. 

Pressure-stabilized arches exhibit visually noticeable 
distortions in their inflated shapes near discontinuities in 
their construction. In two prototype arches ruptures originating 
at the distorted region near a reinforced zipper discontinuity 
suggest that stress concentration effects may be important. To 
investigate these effects and aid in the development of future 
arches, an analytical model is sought to represent the 
deformation of cylindrical inflated fabric structures near 
boundaries and discontinuities where moderate changes in the 
shape of the structure are expected. 

In this work, the structural behavior of inflated arch 
tubes in the vicinity of discontinuities is investigated through 
application of a nonlinear membrane theory. The theory idealizes 
the fabric as a two-dimensional continuum that can support 
direct tensile stress resultants in a tangent plane, but the 
continuum has vanishing bending stiffness. The global curvature 
of the tube is neglected because the segment of the tube under 
study is small compared to the radius of curvature. Furthermore, 
for simplicity, only axisymmetric problems will be addressed. 

The theory of nonlinear axisymmetric membranes is given by 
Green and Adkins 1 • Equilibrium is satisfied by two nonlinear 
ordinary differential equations, one of which is integrable. 
When the undeformed geometry of the membrane is cylindrical, 
Pipkin2 and Wu 3 show that integrals can be obtained for both 
equilibrium equations. Fortunately, arch tubes with 
discontinuities in construction, such as doubler patches and 
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strapped seams, are cylindrical in their original geometry. 
Following the approach given by Wu, the deformed geometry, 
extension ratios, and stress resultants in the membrane can be 
determined by evaluating constants of integrat~on particular to 
the problem, and performing quadratures. 

The goal of this work is to investigate the behavior of 
inflated fabric tubes as completely and generally as 
practicable. The nonlinear theory applied is valid for quite 
severe changes in geometry, such as the distortion of a 
cylindrical tube into an annulus 4

• Equally important, the 
constitutive relation between stress and strain in the fabric 
must be modelled in order to achieve meaningful results. Fabric 
stress versus strain behavior under biaxial loading is complex. 
Power law relationships have been used with success 5

• Model # 5 
from Steeves' work will be used here. 

A biaxial fabric test device6 employing a cylindrical 
specimen under axial load and internal pressure was used to 
obtain the empirical data modelled in Steeves' work . The device 
has been rebuilt to support this project. At the time of this 
writing, however, the project has not progressed to the point 
that constitutive relations are available from the current 
effort. 

Two representative problems are considered that relate to 
construction discontinuities: a rigid collar fitted over a 
fabric tube at some point, and an interface between two long 
regions of tube with significantly different stiffnesses. The 
second problem will be investigated using a linear stress-strain 
relationship. 

The following notation will be used in the analysis: 

e 1 Meridional strain 
e 2 Circumferential strain 
A1 Meridional extension ratio, ds/dS, e 1+1 
A2 Circumfere ntial e xtension ratio, r/R, e 2+1 
w Strain energy density function 
$ Tangent angle of deforme d membrane 
C Meridian curve ge nerating middle surface of 

undeformed membrane 
c Meridian curve generating middle surface of 

deformed membrane 
P(R,8,Z) Point on undeformed membrane 
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p(r,8,z) 
q 
s 

s 

Point to which P is carried by deformation 
Internal pressure 
Arclength of meridian curve generating the 
undeformed middle surface of the membrane 
Arclength of meridian curve generating the 
deformed middle surface of the membrane 
Meridional stress resultant referred to the 
deformed geometry, (Bw/aA1 )/A2 
Circumferential stress resultant referred to 
the deformed geometry, (dw/dA2 )/A1 
Meridional stress resultant referred to 
the undeformed geometry, aw/BA1 
Circumferential stress resultant referred to 
the undeformed geometry, aw/BA2 

A cylindrical coordinate system, (R,8,Z), is used with the 
Z axis coinciding with the axis of symmetry of the membrane . 
Figure 1 shows an axisymmetric membrane with deformed meridian 
curve c. A point P with coordinates R, e, Z on the undeformed 
membrane is carried to point p with coordinates r,e ,z on the 
deformed membrane. 

Z,z 

Figure 1 Axisymmetric membrane coordinate system 
and deformed meridian curve. 

106 



GODFREY 

Solution of initially cylindrical axisymmetric membrane problems 

The equilibrium equations for axisymmetric nonlinear 
membranes are3

: 

(1) 

~ t + sin<f> t =q 
ds 1 r 2 (2) 

Equation (1) can also be written as7
: 

dt1 1 -
dr + r ( t1- t2) -0 (3) 

In (2), d$/ds and (sin$)/r are the principal curvatures in 
the meridional and normal directions. For circular cylindrical 
tubes of undeformed radius R=l, the principal curvatures can be 
written in terms of the principal extension ratios 7

, A1 , r=A2 : 

rM, r 1/, 1-'), r 11 
~= 1 1 

ds '),
1

2 (/,
1
2-r' 2) 112 

(4) 

sin <l> = ('},12-r' 2) 1/2 

r 'A 1r 
(5) 

where the prime denotes differentiation with respect to z. 

Since t 1 is a function of A1 and r, (3) can be written as: 

(6) 

Making the substitution dA1 /dr=A1 '/r' yields: 
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(7) 

Inspection of ( 2), ( 4), ( 5) and ( 7) reveals that the two 
equilibrium equations consist of one that is second order in r 
and one that is first order in A1 and r. Therefore, three 
boundary conditions are required, and these may be of the form 
A1=constant, r =constant, or r'=constant on a boundary . 

For membranes with circular cylindrical undeformed middle 
surfaces generated by a meridian curve C: R=l, Z=S, o~s~L~oo, 
equilibrium equations (1) and (2) can be integrated to obtain3

: 

~ aw 
cu-~~.1 aA. =a (8) 

1 

rt1sin (<!>) = J q(r) r dr + b (9) 

where a and b are constants of integration, and w is the strain 
energy density function for the material . 

For both problems considered here, r is prescribed at Z=O. 
Let r=r0 at Z=O. Equation (9) can then be written: 

I 

rt1 sin<P= J q{r1 ) r 1dr1 + b (10) 
Io 

To obtain a solution for a particular problem requires 
three appropriate boundary conditions. The three boundary 
conditions are applied to determine the three constants a, b, 
and r 0 occurring in (8) and (10) . 

Evaluating (10) at Z=O gives: 

(11) 

Our problems involve uniform internal pressure, therefore 
q is a constant. In addition, there is no load applied other 
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than the internal pressure. If we recognize that t1sin~ is the 
axial component of the meridional stress resultant, axial 
equilibrium of the membrane at Z=O allows the constant b to be 
written as: 

Carrying out the integration, we can now write (10) 

. "' q (I L I o 2 ) qi o 2 qi 2 
Itls~n-v= 2 +-2- =- 2-

The tangent angle ~ is therefore: 

<t>=sin-1 ( qi ) 
2 tl 

(12) 

as: 

(13) 

(14) 

At this point, two of the constants, b and r 0 have been 
determined. The third constant, a, will allow the solution to be 
completed. Equation (8) is evaluated with the remaining boundary 
conditions to determine a. Generally, w ·is expressed as w(A1 ,r), 
and (8) is used with the known a to express or tabulate A1 as a 
function of r. Constitutive relations are subsequently used to 
tabulate t 1 and t 2 as functions of r. Our fabric stress-strain 
relations give strains explicitly from stresses, so it is more 
convenient to use (8) to obtain a stress as a function of r. The 
deformed geometry, z(r), is finally determined using3

: 

I 

z= J tan<!> (I1 ) di1 (15) 

Io 

where ~ is obtained from (14) 

The steps in solving a particular initially cylindrical 
axisymmetric membrane problem are first determining a, b, and r 0 
to satisfy the boundary conditions. Second, the algebraic 
equations consisting of (8) and the two stress-strain relations 
are used to tabulate A1 , t 1 , and t 2 as functions of r. Third, the 
quadrature of ( 15) is carried out to determine the deformed 
geometry. 

It should be noted that (11) indicates that the constant b 
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would be used to apply an additional axial load at Z=O. In our 
problems, all axial loa d is due to internal pressure. 

Stress-strain relations and strain energy density 
function for fabric 

The following e mpirical power law model for the biaxial 
stress-strain behavior of a fabric is assumed5

: 

-c T P1 C T Pz e1- 11 1 + 12 2 (16) 

(17) 

For evaluation of (8), however, a strain energy density 
function is required. If we use the fact that the strain energy 
density function must act as a stress potential function, the 
stress- strain relations can be used to derive the strain energy 
density function . The strain energy density function is obtained 
by integration of the' differential work done in stretching the 
fabric from its natural state to its final state of biaxial 
stress: 

dw = aw de + aw de 'Fe':' 1 ae 2 
1 2 

(18) 

( 1 9) 

( 2 0) 

(21) 

Since the fabric is assumed to be elastic, w(T1 ,T2 ) can be 
obtained by integration of (19) along any path. Realistically, 
fabric s are not perfectly elastic, and integration would be path 
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dependent. The biaxial test device used to collect stress- strain 
data loads the specimen up in a test format that holds the axial 
and circumfere ntial s t ress resultants in a constant ratio. For 
convenience, integration of (19) will be along a path of 
constant stress ratio, thus: 

(22) 

where K is a constant . 

Equations ( 16) , ( 17) , ( 19) , ( 2 0) , ( 21) & ( 2 2) can be used to 
express the differential of the strain energy density function 
in terms of T1 : 

dw=C1 1 P1T/1 dT1 +C12P2 KP2T/2 dT1 +C
21

P
3
KT

1
P3dT

1 
+C

22
P

4
KP'+

1T
1

P4 dT
1 

(
2 3

) 

Integration from the natural unstressed state to a biaxial 
state of stress T1 ,KT1 yields: 

C P KP2 C P KC P Kp'.1 C P 
W= 11 1TP1+l+ 12 2TP2+l+ 21 3TP3 +1+ 22 4TP,+1 (24) 

P1 +1 
1 P2 +1 

1 P3 +1 
1 P4 +1 

1 

Rigid collar problem 

Consider a rigid collar of radius 1 fastened at Z=O to a 
long tube of undeformed radius R=1. The tube is then inflated to 
a certain internal pressure. At z=oo the geometry of the tube is 
that of an inflated cylinder unaffected by the boundary 
condition r 0=1. Let the subscript oo denote evaluation at z=oo. 
Consider for the moment T100 to represent the intensity of the 
inflation. The boundary conditions for this problem are : 

Z=O : 
z=oo: 

r=r =1 0 
r =r .. =-". 2 .. 

(25) 

Two of the three constants required have already been 
determined. The constant b is given by (12) and r 0=1. To evaluate 
the constant a requires that the extension ratios (A100 1 A200 ) in an 
inflated fabric circular cylinder be determined. These are the 
boundary conditions at z=oo. 
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The stress resultants at z=oo are related by: 

t2 .. =2 tl .. (26) 

Since the stress resultants in the deformed and undeformed 
geometries are related by: 

(27) 

(28) 

the stress resultants in the undeformed geometries at z=oo are 
related by: 

(29) 

Substituting (29) in the constitutive relations, (16) & 
(17), gives two nonlinear equations for the extension ratios at 
z=oo: 

(30) 

(31) 

The system of ( 30) & ( 31) can be solved numerically to 
obtain ~~ and ~. for a given T~. 

With the boundary conditions at z=oo numerically determined, 
the third integration constant a from ( 8) can be evaluated. 
Equation (8) is evaluated at z=oo using (8), (16), (22), (24) & 
( 2 9) : 
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where ~ is evaluated numerically using the boundary conditions 
A- 1., and A2., . 

With the constant a obtained, T1 can be determined as a 
function of r using (8),(16),(17),(22) & (24). Note that r=A.2 

since R=1: 

- ell TlP1+1+ - KP2c12 T P2+1+ xc21P3 T P3+1+ KP,+lc22P4 T P,+l _T -a=O (33) 
p l +1 p2 +1 1 p3 +1 1 p4 +1 1 1 

(34) 

Substituting (34) in (33) gives a nonlinear equation in T1 that 
can be solved numerically . In this manner, the extension ratios 
and stress resultants can be tabulated at any number of points 
by determining T1 (r), then T2=KT1 , and A1 from the constitutive 
relation. The deformed geometry of the tube, z(r), is determined 
by quadrature using (14) & (15) . 

For practical applications it is useful to know the 
internal pressure causing the deformation. This is given by the 
classical strength of materials result8

: 

2 t 1 .., 2 T1.., 
q=-- =- -

A2,. A-2,.2 
(35) 

Calculations were performed for the rigid collar problem 
using Steeves' parameter estimates for model 5 from data set 
FD21-2 5

• The fabric used to generate data set FD21-2 was a 
polyurethane coated nylon fabric with base fabric weight of 41 
g/m2 and coated weight of 112 g/m2

• The fabric was plain weave 
with 72 ends/em and 44 picks/em . Crimp was 0 . 7 %in the warp and 
2.3 % in the fill . For the rigid collar problem, the fabric fill 
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direction coincides with the meridional direction, and the warp 
direction coincides with the circumferential direction . 

The numerical calculations were performed using a computer 
program coded in FORTRAN 77. The nonlinear equation solver, 
DNSQE, revision date 5 April 1984, written by K. L . Hiebert, was 
used to solve the system (30) & (31) . The secant method was used 
to solve the nonlinear equation indicated by (33) & (34). The 
quadrature of (15) was performed using the subroutine DQAGSE, 
revision date 18 May 1983, written by Robert Piessens and Elise 
De Doncker . Both DNSQE and DQAGSE are part of the Slatec 
software package obtained from the National Energy Software 
Center, Argonne National Laboratory, Argonne, IL. 

Interface between tubes of differing stiffness 

Consider two long tubes of the same undeformed radius R=l, 
made from fabrics of significantly differe nt stiffnesses, joined 
together end to end at Z=O. The composite tube and coordinate 
system are shown in Figure 2. The composite tube is then 
inflated to some internal pressure and assumes an inflated shape 
like that shown in Figure 3 . At z=oo the right-hand tube assumes 
the geometry of an inflated cylinder, unaffected by the boundary 
conditions at Z=O. Likewise at z=-oo the left-hand tube assumes 
the geometry of an inflated cylinder, unaffected by the boundary 
at Z=O. If the left-hand tube is the stiffer, the left-hand tube 
will curve outward with positive curvature approaching z=O from 
z=-oo. The right-hand tube will curve outward with negative 
curvature as z=oo is approached from z=O. 

z 

R 

Figure 2 Interface between tubes 
of different stiffnesses. 
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Figure 3 Inflated shape of interface between 
tubes. 

The solution to this problem will be discussed only briefly 
to conserve space. The boundary conditions at z =+oo and -oo are 
the same as in the rigid collar problem. Equation ( 8) is 
evaluated for the left- hand tube (subscript LH) and the right
hand tube (subscript RH), to determine the constant a that 
applies in each region: 

(36) 

(37) 

The boundary conditions at Z=O are that r and t 1 in each 
tube match. Using the a for each tube region, the matching 
conditions for t 1 and r can be satisfied by numerical solution 
of a nonlinear equation in r: 

[t1 (LHl (r,aLH) -t1 (RH) (r,aRH)] lz-o=O (38) 

The solution of (38) is rl z=o=r0 • The extension ratios, 
stress resultants, and deformed geometry of each tube region can 
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then be calculate d over the range r _ to r 0 for the l e ft - hand tube 
and r 0 to r~ f or the right - hand tube. 

Results for r i g i d c ollar problem 

The e xtension ratios and stress resultants in the fabric 
tube with the rigid collar at Z=O are given in Figures 4 thr ough 
7 . Since the undeformed radius of the tube is, for convenience, 
one em, Figure 5 can also be taken as the deforme d geometry, 
r( z ), of the tube. The meridional stress resultant, t 1 (Figure 
6) ·is plotted nondimensionalized by t 1.., to show the small 
variations in t 1 in more detail. Calculations were performed for 
three inflation intensities: T1..,=5, 10 and 15 N/cm. Re s ults at 
the tube boundaries are in Table 1. 

Table 1 Results at boundaries for rigid collar p r oble m 

Tloo f N/cm, z A. l "'2 tlf t2f <I> 
Pressure, N/cm N/cm 
kPa 

5, 94.4 0 1.0446 1. 0000 4.83 2.64 1. 3527 

00 1. 0352 1. 0295 4.86 9 . 71 n/2 

10, 180.0 0 1.0712 1. 0000 9.43 3.98 1.2683 

00 1. 0580 1.0539 9.49 18.98 n/2 

15, 259.2 0 1. 0926 1. 0000 13 . 86 5.01 1.2091 

00 1.0772 1.0758 13.94 27 . 9 n/2 

The calculations show that stress resultants are lower 
near the rigid collar than they are in the fully inflated 
region. The circumferential stress resultant, Figure 7, varies 
considerably, being a minimum at the collar . At higher inflation 
pressures the variation in the circumferential stress resultant 
is increased . The meridional stress resultant, Figure 6, is 
nearly constant. Variation in the meridional stress resultant is 
less than 2% even at the highest inflation pressure. 

The circumferential extension ratio, Figure 5, increases 
monotonically from the collar to the fully inflated region . The 
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Figure 4 Meridional extension for rigid 
collar problem 
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Figure 5 Circumferential extension for rigid 
collar problem. 
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Figure 6 Meridional stress resultant for 
rigid collar problem. 
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Figure 7 Circumferential stress resultant 
for rigid collar problem. 
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meridional extension ratio, Figure 4, is a maximum at the collar 
and decreases monotonically to the fully inflated region. The 
change in the inflated shape of the tube caused by the collar 
discontinuity is evident within an axial distance of three 
quarters of the tube radius from the rigid collar . 

Some reservations are noted about the appl.ication of the 
stress- strain relation to this problem. Data set FD21 - 2 contains 
data collected only up to about 20 N/cm in stress. The T100=15 
N/cm calculation is an extrapolation based on the parameters 
estimated for the constants in (16) and (17). The results near 
the rigid boundary are suspect because the warp 
(circumferential) to fill (meridional) stress ratio ranges from 
one third to one half and the stress level is relatively low. 
Under these conditions, the data set indicates that strain 
contractions in the warp direction will occur5

, a situation that 
model #5 models poorly. Such a strain contraction is not 
physically reasonable for this problem because it would require 
the tube to shrink away from the rigid collar boundary. 

The rigid collar problem is important because it represents 
an extreme case of a stiffness discontinuity in the tube. The 
behavior of an interface between tubes of different stiffnesses 
should approach that of the rigid collar problem as the 
stiffness of the stiffer of the tubes is increased. 

Results for interface problem 

Some preliminary results for the problem of an interface 
between tubes of different stiffnesses are shown in Figures 8 
and 9. Because of the lack of constitutive relations for fabrics 
at the time of the work, the calculations were performed using 
linear stress-strain relations of the following form: 

(39) 

(40) 

For the cal culations shown, the less stiff or unreinforced 
tube has nondimensional stiffness constants C11=1, C1 2=0. 3, and 
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C22=1. The stiffer or reinforced tube has nondimensional 
stiffness constants relative to the unreinforced tube of C11=2, 
C12=0 . 6, and C22=2. The composite tube is inflated to a 
nondimensional pressure, qR/cu11 , of 0.06 . The constant cu11 is 
the dimensional stiffness constant associated with A1 term for 
t 1 in the unreinforced tube. The stress resultants in Figure 9 
have been nondimensionalized by cu11 • 

As in the rigid collar problem, the meridional stress 
resultant changes little . The circumferential stress resultant 
is lower near the boundary for the unreinforced tube . For the 
reinforced tube, however, the circumferential stress resultant 
reaches a peak at the boundary. 

The circumferential extension ratio smoothly progresses 
from the reinforced tube into the unreinforced .tube, indicating 
a trumpet-like flaring of the reinforced tube near the boundary. 
The meridional extension ratio decreases near the boundary for 
the reinforced tube, and increases near the boundary for the 
unreinforced tube. 

Concluding remarks 

To address the effect of construction discontinuities in 
pressurized fabric arches, a method for solving axisyrrunetric 
nonlinear membrane problems was applied to two representative 
situations: a boundary with a rigid collar and an interface 
between arch tubes of different stiffnesses. The rigid collar 
problem was solved using empirically derived stress-strain 
relations for a particular fabric. The interface problem was 
solved for hypothetical linear membrane materials. 

For the rigid collar problem, both principal 
resultants are lower in the region adjacent to the rigid 
than in the remainder of the tube. The circumferential 
resultant is significantly lower, and the meridional 
resultant is slightly lower near the collar. 

stress 
collar 
stress 
stress 

Results for the interface problem indicate that 
circumferential stress resultants are significantly increased in 
the interface region of the reinforced tube and decreased in the 
interface region of the unreinforced tube. There are 
discontinuities in the circumferential stress resultants and 
meridional extension ratios across the interface between the 
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tubes. Meridional stress resultants are nearly constant 
throughout the reinforced and unreinforced tubes. 

In both problems an increasing circumferential extension 
ratio in a given region was accompanied by a decreasing 
meridional extension ratio, and similarly a decreasing 
circumferential extension ratio was accompanied by an increasing 
meridional extension ratio. The effect of the discontinuity was 
confined to well within one tube radius of the boundary for all 
calculations. 

The inadequacy of the fabric constitutive relation used to 
properly model strain contractions occurring at high stress 
ratios and low stresses is a concern. A more sophisticated 
model, designated model #11 5

, will be applied in the future to 
address this concern. 

The lack of any stress concentration effect in the rigid 
collar problem should not be misinterpreted as indicating that 
there is no strength problem associated with a rigid collar 
discontinuity. Little scientific work has been done concerning 
the biaxial strength of fabrics. Indications are that the 
strength of a fabric under biaxial loads is significantly 
different than any familiar uniaxial strength result. At this 
time information is lacking to develop the strength envelop of 
a particular fabric over a variety of biaxial stress and strain 
conditions. 

Although this work addresses only axisymmetric situations, 
most realistic arch construction discontinuities are not 
axisymmetric. It is these nonaxisymmetric problems that will 
most likely generate critical stress states through the 
introduction of shear stresses in the fabric. The current effort 
provides a key step to these more complicated problems. 
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FABRICS CONTAINING ACTIVATED CARBON 
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l. INTRODUCTION 

Protective clothing based on permeable fabrics provides an effective barrier 
against toxic organic vapors with relatively little reduction in the transmission 
of air and water vapor. Although a variety of fabric compositions and designs are 
employed worldwide , all contain some form of activated carbon as the vapor 
protective component. This material is used universally because it combines high 
capacity with l ow selectivity, providing maximum protection against a wide range 
of percutaneous toxins. In order to understand how activated carbons function in 
protective fabrics it is useful to examine the structure of these solids, and the 
mechanism of the adsorption process responsible for their barrier properties. 

Active carbons are produced by pyrolysis of carbonaceous precursors , such as 
coal, petroleum derivatives or botanical materials, followed by controlled 
oxidation (activation) to develop a complex network of internal pores. High 
resolution electron microscopy1 and small angle X-ray scattering (SAXS) 2 reveal 
a disordered structure consisting of a twisted array of defective graphitic 
layers crosslinked by short aliphatic carbon bridges. From the schema of active 
carbon in Fig.13 it follows that interlaminar spaces and occlusions associated 
with bent aromatic sheets can be treated as slit-shaped pores. To a good 
approximation , these pores are classified in three size ranges4: micropores 
(<2nm pore width), mesopores (2-SOnm), and macropores (>SOnm). 

Fig. 1. Schematic representation of the internal 
structure of active carbon. From Ref. 3 

Adsorption of gases or vapors at low pressure occurs mainly in micropores due to 
the increased potential arising from overlap of the adsorption forces generated 
by proximate opposing walls5 . For this reason, carbons of interest for military 
applications are predominantly microporous, with lesser amounts of wider pores 
which influence internal mass transfer rates . All carbon adsorbents also contain 
heteroatoms (e.g., H, 0, s, N) covalently bound as organic functional groups at 
edge and defect sites on the aromatic tayers6 . Except for C-H , these groups 
interact strongly with dipolar molecules causing enhanced adsorption of polar 
vapors. Localized interaction is of secondary importance for current chemical 
agents, which are generally of low to moderate polarity, and interact with the 
carbon t.hrough nonspecific van der Waals dispersion forces . However, likely 
contaminants, e.g., cigarette smoke constituents, and water vapor, are strongly 
adsorbed at polar sites . Water vapor adsorbs as clusters surrounding polar 
nucleating sites at low relative humidity (RH) on acidic and basic carbons but 
does not adsorb until very high RH on carbons with few heteroatoms7 . 
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2. ROLE OF LABORATORY VAPOR SORPT ION TESTS 

In the laboratory, vapor challenge with agents or simulants is performed with 
fabric swatches in order to determine protective properties, or on complete 
garments or "systems" to evaluate design and construction parameters. In t he case 
of swatch tests, it is not possible to assess protection levels in the field 
based on either agent or simulant exposure under a single set of conditions, in 
the absence of information regarding the sensitivity of the adsorption process 
to contaminants (e . g., water) and environmental variables (e.g. , temperature, 
toxic vapor concentration, flowrate, and exposure profile). In principle, 
however, laboratory studies covering a suitable range of conditions can be used 
to predict end-use performance provided that an appropriate model is available 
to describe exposure conditions in the field. It will be shown that although 
adsorption characteristics are dependent on both the challenge vapor (adsorptive) 
and the carbon/fabric (adsorbent), reliable methods are available for equating 
adsorptives, and thus evaluating agent protection from laboratory experiments 
with faster, safer, less expensive, and more convenient simulant tests . 

3. EQUILIBRIUM ADSORPTION 

Nonporous carbon adsorbents usually retain organic molecules by reversible 
surface adsorption, whereas microporous carbons also act reversibly but primarily 
by accumulation of liquified adsorptive ( adsorbate) in micropores. Adsorption at 
constant temperature is represented by an adsorption isotherm, which gives the 
amount of adsorbate at equilibrium as a function of adsorptive relative pressure 
(P/P0, where P0 is the saturated vapor pressure of liqu id adsorptive). A number 
of theoretical models have been proposed to describe the adsorption process in 
order to quantitativel~ characterize adsorbents , and to generalize adsorptive
adsorbent interactions-a,g. Of these, Dubinin' s Theory of Volume Filling of 
Micropores (TVFM) 10 has been most broadly applied to studies of microporous 
carbon. The TVFM is derived from the Polanyi mechanism, in which the differential 
free energy of adsorption, or adsorption potential, e, at the initiation of vapor 
condensation on the surface is given by 

e = RTlr!(P0jP) 1 ) 

where R is the universal gas constant, and T is the absolute temperature. Based 
on the Polanyi characteristic curve {amount adsorbed vs. e) , the TVFM is 
expressed as 

( 2 ) 

where V is the volume of adsorbate per gram of carbon , v0 is the total micropore 
volume, Eo is a structural energy constant arising from the pore size 
distribution of the adsorbent, and ~ is an affinity coefficient which depends on 
the interaction energy and facilitates superimposition of the characteristic 
curves for different adsorptives. The exponent n varies from 3 for homogeneous 
molecular sieve carbons to a minimum of 1.5 for carbons having a very broad 
micropore size distribution11 • When n = 2, eq. 2 is the Dubinin - Radushkevich 
(D-R) equation which accurately describes the adsorption behavior of most 
commercial active carbons at low to moderate pressures12 • Both adjustable 
parameters in the D-R equation, ~ and E0 , can be estimated from independent 
properties of the system. From SAXS and molecular probe adsorption studies, E0 
is found to depend inversely on the me~n pore width, L , of the carbon in the 
range 0.4nm < L < 2nm according to the empirical equation13 

Eo (kJjmol) = (10 .8/L) + 11.4 ( 3 ) 
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The affinity coefficient can be estimated from molecular properties related to 
the strength of in~eraction of an adsorptive with the electronic field of the 
adsorbent. Dispersion forces play a dominant role in the adsorption of organic 
vapors by carbon, except for very polar molecules having permanent dipole moments 
> 4D where electrostatic interactions are also important . Total molecular 
polarizability is closely related to the magnitude of the dispersion force in 
that it is a measure of the instantaneous dipole moment induced by interaction 
with the electronic field of the adsorbent. To a good approximation, total 
polarizability is represented by the electronic polarizability, Pe , given by the 
Lorenz - Lorentz equation 

P e = [ ( n 2 - 1) / ( n 2 + 2 ) ] [ M/ a) ( 3a ) 

where n is refractive index at the sodium D wavelength, M is molecular weight, 
and o is liquid density. Alternatively, ~ can be estimated from the molar volume, 
Mjo, or the molar parachor, which is the molar volume corrected to constant 
internal pressure. Affinity coefficients calculated by the three methods were 
compared to experimental results for adsorption of 10 organic vapors by a beaded 
active carbon9. All agreed well with the experimental data, giving a mean error 
of S 4%. In addition , equilibrium adsorption capacities (Ae, g/g) measured for 
two adsorptives over a temperature range of 25 - 60C showed comparable agreement 
to values predicted from relative molar volume. A similar comparison was carried 
out for 15 nonpolar and polar adsorptives on BPL carbon 14 , a granular active 
carbon produced from coal but otherwise possessing adsorpt ion properties akin to 
those of the powdered carbon used in Type III fabric. Applying relative Pe to 
estimate~, this study yielded an internally consistent Eo (16.9±0.3 kJ/mol), and 
total micropore volume of 0.42cm3jg. Using the D-R equation, these adsorbent 
parameters with predicted ~'s (CHC13 = 1) yield adsorption capacit ies which are 
compared in Table ~ to agent and simulant vapor adsorption data for BPL carbon 
reported by Jonas1 . Agreement between calculated and observed parameters are 
within the experimental error, attesting to the efficacy of the TVFM approach. 

TABLE 1 

PREDICTED vs. OBSERVED ADSORPTION PROPERTIES FOR BPL CARBON AT 25C 

W(0.1) 2 

VAPOR3 MOL WT. o25, g/cm3 __ n_ ...:I..m- _£e- Obs Pred Obs 

CHC13 119.4 1.48 1.443 1 1 1 0.56 0.60 
CC14 153.8 1. 59 1.460 1.20 1.24 1.15 0.62 0.65 
MS 152.1 1.18 1.536 1. 60 1. 88 0.48 
HD 159.1 1.27 1. 531 1.55 1.81 1.66 0.52 0 . 54 
DMMP 124.1 1.15 1.434 1.34 1.31 1.22 0.45 0.48 
GA 162.3 1.07 1.422 1.88 1.80 2.07 0.43 0.45 
GB 140.1 1.09 1.381 1.59 1.39 1.26 0.43 0.45 
GF 180 .2 1.13 1.434 1.98 1.95 2.16 0.46 0.48 

1. Calculated from molar volume (Vm), and polarizabi l ity (P. ). 
2. Adsorption capac ity(g/g) at P/P0 = 0. 1; Pred using eq . 2 with P from P., 
v. = 0.42cm'/g, and E = 16.9kJ/mol. Obs is from Ref. 15. 
3. MS =methyl sa licyqate, HO = bis(2 -ch loroethyl)sulfide, GA = Tabun, GB = Sarin, 
OMMP = 0,0-dimethylmethylphosphonate, and GF = 0-cyclohexylmethylphosphonofluoridate. 
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4. WATER ADSORPTION ISOTHERM 

Water vapor is adsorbed by active carbon via a mechanism which differs 
substantially from that for organic vapors. Water interacts weakly with the 
electronic field at the conjugated basal layer of carbon , but readily forms 
hydrogen bonds at oxygenated functional groups. Little adsorption occurs at low 
relative humidity (RH) until sufficient vapor pressure ia attained to initiate 
rapid growth of water clusters associated with hydrated polar sites. At higher 
RH, micropore filling dominates, such that similar total ~ore volumes are 
obtained for water and organic vapors on many active carbons 6 . Desorption of 
water is also qualitatively different from that of organic adsorptives, in that 
water exhibits marked hysteresis over almost the entire RH range 17 , whereas 
organic vapor isotherms are mainly reversible with minor hysteresis limited to 
the mesopore region (P/Po ca. 0.2-0.5). At high RH or when preadsorbed, water 
competes effectively witn organic adsorptives for available pore volume but not 
on dry carbons at low RH18 • This fundamental contrast in isotherm behavior is 
illustrated in Fig. 2 for cyclohexane and water vapor on BPL carbon19• 
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Fig. 2. Adsorption - desorption 
isotherms on BPL carbon. Water 
adsorption(O) and desorption(•), 
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TIME, minutos 

5. DYNAMIC ADSORPTION 
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Fig. 3. BTC (CCL4 @ 10mg/l) for di verse active 
carbon fabrics at 32.2C 

Performance of an adsorbent in military applications is dependent on kinetic 
factors as well as adsorption capacity at equilibrium. Mass transfer is rate 
determining over a wide range of environmental conditions , emphasising the 
importance of particle size, spatial distribution , and access to internal 
porosity, in addition to temperature, adsorptive diffusivity and concentration, 
and flowrate . standard evaluation of vapor challenge protection is thus carried 
out in a dynamic rather than static mode.20,21 Test conditions specified for 
agent22 and simulant 23 •24 vapor challenge of permeable protective fabric are 
summarized in Table 2 , for 100cm2 swatches at 90F(32 .2C) in a carrier stream of 
dry air or nitrogen at a face velocity of 10 em/minute. 
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TABLE 2 

STANDARD VAPOR CHALLENGE CONDITIONS FOR PERMEABLE FABRICS 

Vapor 

CC14 
HD 
GO 

cone. ug/L 

5000 
20 
10 

%RH 

0 
80 
80 

Penetration, ug/cm2 

50 (1800 adsorption) 
4 

10 

Passage of a gas stream carrying a vapor adsorptive through a bed of granular 
adsorbent or layer of adsorbent fabric produces a characteristic breakthrough 
curve (BTC) of effluent vapor concentration against time. Representative BTC's 
for carbon tetrachloride vapor challenge at 32. 2C of adsorbent fabrics containing 
dissimilar active carbons are illustrated in Fig. 3. Although mathematical 
descriptions of the sigmoid BTC can yield rate and capacity information required 
for estimation of potential performance in the field, current standard evaluation 
tests give only a cumulative breakthrough endpoint and do not define the BTC. 

Of the many published methods proposed for quantitative analysis of the BTC, 
those based . on the modified Wheeler equation have been used most frequently21 • 
This study employs the Site Depletion Model (eq. 4) which combines elements of 
the Wheeler algorithm and the Method of Statistical Moments24 • 

4 

at c0 jc = 2 ; 5 

where t is adsorption time(min), C is the corresponding effluent vapor 
concentration(g/L), W is adsorbent \>leight(g), c 0 is challenge concentration( g /L ), 
Q is volumetric flowrate(L/min), o is adsorbent bed density(g/L), T = tjt11 , a 
is an empirical curve fitting constant which compensates for a negative deviation 
from the sigmoid curve at <>1, Ad is the dynamic adsorption capacity(g/g), and 
k is the pseudo first order rate constant(min-1) for the overall net adsorption 
process. Rearranging eqs. 4 and 5, and substituting c1 for ((Co/C) - 1), and 
o (min) for W/aQ, gives the following expressions for dynamic adsorption capacity, 
and the apparent rate constant at any point on the breakthrough curve. Note that 
o is the average time required for nonadsorbed molecules to traverse the bed. 

Ad = t 1/2CoQ/W 6 

kv = kTa = lnC1/o(1 - T) 7 

Calculated values for Ad' and ~ at both 3% and 50% breakthrough are listed 
in Table 3 for foam laminates conta~ning equivalent loadings of different active 
carbons but with lower polymeric binder. levels than Type III fabric. Also 
included in Table 3 are equilibrium adsorption ca~acities for these adsorbent 
fabrics obtained at the same relative pressure 5 . Characteristic of these 
fabrics are the similarity between static and dynamic adsorption capacities, and 
the temporal decrease in adsorption rate after breakthrough. A 10 to 20 percent 
decrease in adsorption capacity is observed relative to that for the 
corresponding unincorporated powdered active carbon, which is attributed to 
partial blocking of the pore volume by components of the acrylic binder 
formulation used in the fabric process. ·This same phenomenon was observed for 
adsorption of the agent GB by composite .fabrics prepared by spray coating a 
nonwoven substrate with a mixture of active carbon and acrylic latex binder26 
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TABLE 3 

DYNAMIC ADSORPTION OF CARBON TETRACHLORIDE BY ADSORBENT FABRICS 

Carbon ~· mg/L ~· min-1 ~· g/g P/P0Xl 03 Ae' g /g ~Lh~ 
____ll_ 50% 

PCB-G 
AX-21 
MAXSORB 300 
RENOVES M40 

10.0 
5.0 
5.0 
9.9 

441 
430 
532 
235 

246 
320 
320 
120 

0.33 
0.54 
0.62 
0 . 77 

8.0 
4.0 
4.0 
7.9 

0.43 
0.61 
0 . 73 
0.79 

6. CORRELATION OF AGENT AND SIMULANT VAPOR CHALLENGE TESTS 

77 
89 
85 
97 

There are few reported studies comparing vapor adsorption of agents and 
simulants on comparable fabric samples (e.g., adjacent areas from a garment or 
swatch), and none for replicate tests of the same specimen. To compare test data , 
it is usually assumed that breaktimes for different adsorptives can be normalized 
to a single reference challenge concentration, provided that other experimental 
conditions are constant. This comparison procedure is valid for a given adsorbent 
fabric based on eq.4 and the TVFM (eq.2) , if the following conditions are met; 
1) chal lenge concentrations correspond to the same relative pressure, predicated 
on t he similarity of A and Ad, 2) adsorbate vo lumes rather than weights are 
compared , and 3) ky Is relatively insensitive to the properties of the 
adsorptive. In practice, only the third condition is satisfied in most cases. For 
example, at 32. 2C the relative pressure corresponding to the standard vapor 
challenge concentration for HD (20~g/L) is 0.012 , and for cc14 (5mg/L) it is 
0 . 004. Furthermore, because test challenge levels sometimes differ significantly 
from t he nominal challenge concentration, it is customary to adj ust adsorption 
results using a linear concentration correction. This adjustment introduces an 
error if test concentrations fall in a strongly concentration dependent region 
of the isotherm having a rapidly changing slope . Often this is the case for agent 
challenge levels, as illustrated in Fig.4 for HD adsorption by Merck 2514 , a 

Fig. 4. Vapor adsorption isotherms . 
HD/Merck 2514 carbon@ 30C (--), 
CCl4/PCB-G carbon@ 32.2C (•). 
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microporous activated charcoal similar in surface area to BPL and PCB-G27 • The 
standard challenge level for the simulant, cc14, also falls in a region of high 
slope as shown by the isotherm points for adsorption of CC14 by PCB-G 
superimposed on the HD isotherm in Fig. 4 . However, as predicted by TVFM , there 
is a close correspondence between the isotherms for these very different 
adsorptives with similar adsorbents. Further confirmation of the merit of this 
approach is shown by the almost identical isotherms obtained for adsorption of 
HD and dipropyl sulfide vapor on DH-30 carbon, the active carbon used in the 
Chinese M-82 permeable chemical suit28 . A small displacement between t h e HD and 
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dipropy l sulfide isotherms is reflected in a 1 5% lower value of ~ for HD. These 
authors also found good agreement between the dynami c and equilibrium adsorption 
capacities for dipropyl sulfide o n the DH-30 in the acrylic-coated flannel fabr i c 
of the M- 82 suit . 

Irrespective of the above caveats, it is possible to demonstrate a linear 
corre l ation (albeit with high variance) between alternative c hallenge tests, 
although satisfying all conditions is required for absolute equivalence. An 
extensive agent - simulant correlation is shown in Fig. 5 for cc14 and HD vapor 
challenge of Type I ~~bric (MIL- C- 43858) swatches from unworn, chemical 
protective overgarments • Employing concentration normalization (i.e . , CC11 
breaktime adjusted for HD concentration), this statistical study yields a linear 
regression equation for adsorptive breaktime of the form 

HD(hours ) = 116.8 + 0. 35 (CC14 equivalent hours) ( 9 ) 

Several earlier attempts to correlate swatch tests with these adsorptives also 
produced linear regression equations , but with little statistical significance 
due to inadequate sample size (<20) . 

An additional confounding factor in comparing agent and simulant vapor 
challenge tes t s is that agent adsorption is performed at 80%RH whereas dry 
carrier gas is standard for simulants such as CC14. The decrease in adsorption 
associated with this high humidity is approximately 30-40%, as reported for HD 
on carbon loaded foam laminate fabric30 • 

The present study is an attempt to resolve uncertainties regarding the proper 
use of agent and simulant vapor challenge tests of adsorbent fabric, via 
application of modern theory and experimental techniques. 
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Fig. 5. Corre lation of HD and CCl4 vapor chal lenge tests of Type I fabric . From Ref. 29. 

7 , EXPERIMENTAL 

7.1 Materials - Type III chemical protective fabric (MIL-C- 43858) swatches 
from jackets and trousers of stockpiled, unworn Battledress Overgarments were 
die-cut into 14cm disks f or dynamic adsorption experiments, and 2cm X Scm strips 
for measurement of equilibrium adsorption. Type III adsorbent fabric is composed 
of open- cell polyester polyurethane ~oam laminated to nylon tricot, and 
impregnated with Calgon PCB-G active carbon in an acrylic binder formulation. 
PCB- G powdered (90% <40~m) carbon produced by steam activation of coconut shell 
char has an N2 BET surface area of 1150-1250m2/g, and a total pore volume of 
0.72cm3jg. Type III fabric has an average thickness of 0.23cm, and a nominal 
carbon loading density of O.OSg/cm3• Mean carbon loading for the forty fabr~c 
samples in this study is 0. 053gjcm3, ranging from 0. 028gjcm3 to 0. 07Sgjcm . 
swatches were dried/rege nerated for at least three hours in a forced draft oven 
at 95C before adsorption. 
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Carbon tetrachloride, certifie d A. c.s. Spectranalyzed grade, lot Cl99-4, and 
methyl salicylate, Reagent grade, lot C- 3695, adsorptives were obtained from 
Fisher Scientific and used without further purification. 

7.2 Equilibrium Adsorption of Simulant - strips of Type III fabric suspended 
by a platinum wire from the weighing arm of a Cahn Model 0200 Digital Recording 
Microbalance are exposed to adsorptive vapor in dry nitrogen gas flowing down a 
vertical Pyrex tube (4cm diam. X 56cm). A thermocouple probe immediately below 
the suspended specimen provides thermal regulation at 32. 2±0 .lC via a temperature 
controller (Cole Parmer cat.# BA-2155- 50) connected to heating tape wound around 
the exterior of the tube, and covered with an outer winding of Zircar Products 
Inc. Silica Alumina RS tape insulation . Nitrogen gas from a liquid nitrogen tank 
is split into a diluent and a vapor carrier stream, each maintained at a selected 
flow rate by an appropriate range Matheson Model 8270 mass flow controller. The 
carrier stream passes through a sintered glass diffusion tube into liquid MS or 
cc14 held at OC in an ice bath . Nitrogen saturated with challenge vapor, and 
diluent nitrogen are combined in the ratio required to achieve a vapor 
concentration corresponding to the desired adsorption vapor pressure calculated 
from the Ideal Gas Law [at 760torr; P ,mm = 0. 06236 (T, K) ( c0 , mg/ L) / (MW) ] • Digitized 
output from the microbalance is converted into weight vs . time data in a 286 PC 
equipped with Cahn proprietary software. A schema tic of the equilibrium 
adsorption system is shown in Fig. 6. 
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1 r ;l 

MASS FLOW 
CONTROLLER 
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SAMPLE TUBE :_j 
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Fig. 6. Equilibrium Adsorption System 
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7. 3 Dynamic Adsorption of Simulant - Two independent dynamic vapor challenge 
systems were used for studies with CC14• The specification method described in 
MIL-C-43858 gives a single cumulative breakthrough endpoint, whereas the research 
method produces a complete BTC. Vapor generation in the research method is 
identical to that of the equilibrium adsorption system, except that a humidif i er 
and associated bypass valv es are incorporated in the diluent gas flow loop to 
accommodate experiments at known RH. As illustrated in Fig. 7, the diluted 
challenge passes through a spec imen holder thermostated at 32 . 2±0.1C. Effluent 
vapor is sampled automatic ally at one minute intervals by a Microsensor 
Technology Inc. M200 dual colu.mn thermal conductivity gas chromatograph, with 
breakthrough concentration vs. time data obtained from a 286 PC with resident EZ 
Chrom8 software. A tube filled with Drierite8 dessicant is inserted between the 
sample cell and detector for tests at 80% RH to eliminate interference caused by 
water vapor. Control experiments with cc14 indicate that in-line drying effects 
only a minor shift in BTC, which is disregarded in the calculations. 
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Fig. 7. Dynamic (Research) Adsorption System 

In both methods, the specimen is held in a stainless steel "Dawson cup" as 
depicted in MIL-C-43858, which exposes a fabric area of 100cm2 to the challenge 
vapor in dry nitrogen gas carrier. The single point cumulative endpoint of the 
specification method represents the same total adsorption as occurs at 1% 
effluent breakthrough in the research method, as determined by quantitative 
comparison of these methods using identical Type III fabric specimens(20) under 
standard conditions (T = 32.2C, c0 = 10mg/L, Q = 1L/min). Unless otherwise noted 
the research method is used in thLs study, and adsorption at 1% breakthrough is 
reported for comparison to the specification method. Dynamic adsorption of MS is 
carried out in a separate research method apparatus with effluent detection by 
an HNU systems , Inc. Model PI-101 , photoionization detector(PID) with a 10.2eV 
lamp. Substitution of the PID for the gas chromatograph is necessitated by the 
high sens itivity required to monitor the very low MS concentration at 
breakthrough. 

7.4 Dynamic Adsorption of HD - Agent vapor challenge testing of Type III 
fabric samples was performed at Midwest Research Institute, and at GEO~~T 
Technologies, Inc. using a test system similar to the specifica~ion apparatus • 
Samples were conditioned for 16 hours in air at 90±2F(32.2C) and 80±2% RH before 
exposure to 20J1g/L HD in air at 1. 0±0 .1L/min and the same temperature and 
humidity . Fabric swatc~es tested at Midwest Research Institute were taken from 
unseamed areas of overgarments adjacent to those tested with cc14• Fabric 
specimens sent to Geomet Corporation were subjected .to at least six challenge and 
regeneration cycles with cc14 before submission for testing with HD. 

8. RESULTS 

8.1 Equilibrium Adsorption of Simulant - Isotherms at 32.2C for MS and cc14 
on representative samples of Type III fabric are displayed in Fig.S. Equilibrium 
adsorption is attained more slowly with MS than with cc14 at all vapor pressures, 
as for example, at P/P0 = 0.06 where maximum adsorption is achieved in less than 
two hours for cc14 and almost five days for MS. Characteristic adsorption 
parameters from D-R plots (eq. 2) of the MS and cc14 isotherms in Fig. 9 are 
respectively , v0 = 0.34 and 0.31cm3jg, and ~Eo = 34.7 and 20.2kJ/mol. These 
latter values yield a p ratio of 1.72, in fair agreement with the ratio of 1.52 
from relative P~ (see Table 1). Conversely, E0 = 17.4±1.1kJ/mol for PCB- G based 
on relative Pe LS slightly greater than Eo for BPL carbon , and corresponds to a 
mean micropore diameter of 1.8nm (eq. 3). 
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The 10% greater micropore volume for Type III fabric derive d from the MS 
isotherm could be due to either enhanced accessibility to micropores or to a 
specific interaction with the polymeric binder. The former appears unlikely from 
inspect!on of the molecular dime nsions of these adsorptivee as summarized in 
Table 4 1 • Except in the z direction, dimensions of MS are greater than those 
of symmetric CC1 4; both molecules , however, are large enough to experience 
measurable exclusion if the micropore size distribution is broad . In general , 
there is not a sufficient difference between the dimensions of the three 
adsorptives to expect significant selectivity due to molecular sieve phenomena . 

Adsorptive 

CC14 
MS 
HD 

TABLE 4 

CALCULATED MOLECULAR DIMENSIONS 

Maximum Dimension, nm 
__ x __ Y_ z 
0.626 0.626 0 .626 
1.066 0.751 0 . 597 
1.081 0 .495 0.450 

Volume , nm3 

0.091 
0.131 
0.133 

To test for possible polymer interaction effects, partial isotherms were obtained 
at 32. 2C for MS and cc14 on pure PCB-G powder. Equilibrium is attained more 
slowly for the powder bed than for carbon distributed within a foam matrix , 
requiring 4 hours with cc14 and 16 days with MS, at P/Po = 0.06. For both 
adsorptives, maximum adsorpt~on for the carbon powder is about 10 - 15% above the 
correspondin g point on the carbon/fabric isotherm. This finding agrees with 
previous observations , which indicate slight blockage of pore entrances, but does 
not support the occurrence of specific interactions with the polymeric binder . 

8. 2 Sequential and Factorial Design Simulant Experiments - Forty fabric disks 
were challenged with cc14 in the specification apparatus then retested 
successively in either t he specification or research apparatus. Specimens were 
regenerated by heating before each test. Sample identification, weight , and 
sequential adsorption capacity at breakthrough are summarized in Table 5. A 
subset of 22 samples listed in the last column of Table 5, which exhibit the 
smallest variation in simulant adsorption capacity, were subsequently tested with 
HD vapor at 80%RH. A linear regression of cc14 breakthrough capacity in the 
specification vs . researc h (C/C

0 
= 0.01) apparatus is shown in Fig.10 for all 

samples, a nd in Fig.11 for the subset selected for agent testing. Excellent 
linear correlation is demonstrated for the entire class (m = 1 . 01 , R2 = 0.93) , 
and also for the subset (m = 1.02, R2 = 0.96), confirming equivalence of the 
sorption analyses. Apparent adsorption capacity at breakthrough is estimated from 
mean areal fabric adsorption for each specimen using eq. 10 , assu~ing impregnant 
is 78% active carbon and the foam substrate weighs 2.59g per 153cm fabric disk . 

Ads. , g/g =Areal ads. , mg/cm2/[5 . 10(Specimen wt , g) - 13.2g ) ( 10 ) 

Individual fabric samples displayed a wide range in adsorption (0.13 
0.32gCC14/gPCB-G), with most ·samples clustered near the mean of 0 . 21±0 . 04g/g 
which is o nly 66% of the maximum adsorption capacity at a concentration of lOmg/L 
( P/Po = 0.00796) from the cc14 isotherm . It follows that partial adsorption is 
a result of the short time to breakthrough (10 to 30min) in the sequential test 
series , whereas, full attainment of equilibrium requires more than one hour 
exposure in the gravi metric system. In support of this hypothesis, Ad calculated 
from t 112 is close to Ae in most cases. 
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s . I CCI4 D 
TABLE 5 

. Ad equent1a JYnam1c sorpt1on T I IT es so !ype Ill F b. * a nc 
BREAKTHROUGH ADSORPTION, mg/sq. ern 

SAMPL Specimen 
10 wgt, g S 1 R2 S3 S4 AS S6 MEAN 

1 4.289 2.2 1.6 1.6 1.9 1.5 1.4 1.7 
2 4.454 2.7 1.7 1.8 1.6 1.9 1.9 
3 4.640 1.8 2.0 2.2 2. 1 1.7 1.9 
4 5. 145 3.0 2.0 2.3 2. 1 2.1 2.0 2.2 
5 4. 170 2.2** 1.3 1.1 1.4 1.3 1.2(1.5) 
6 3.912 2.9** 1.1 1.4 1.1 1.0 1.3 1.2(1.5) 
7 4.005 2.9 2.4 2.0 2.1 2.2 2.3 2.3 
8 3.952 2.3** 1.2 0.7 1.2 1.1 1.7 1.2(1.4) 
9 4.566 4.3** 2.7 2.3 3.0 2.9 2.6 2.7(3.0) 
10 3.836 3.9** 2.0 1.7 2.0 1.8 1.7 1.9(2.2) 
11 3.709 1.9** 1.2 1.1 0.9 0.9 1.3 1.1 (1.2) 
12 4.839 1.8 2.4 2.8 2.4 2.2 2.8 2.4 
13 5.095 3.3 2.6 2.4 2.3 2.5 3.0 2.7 
14 5.038 2.7 2.6 2.3 2.1 2.4 2. 1 2.4 
15 5.045 3.0 2.5 2.8 2.4 2.7 2.7 
16 4.582 2.2 2.0 2.0 1.9 2.1 2.0 
17 4.841 3.6** 2. 1 2.3 2.6 1.9 2.2 2.2(2.5) 
18 4.380 3.4** 1.4 1.6 1.8 1.3 1.5 1 .5(1.8) 
19 4.466 3.3** 1.5 1.6 1.6 1.4 1.6(1.9) 
20 4. 149 3. 1** 2.3 2.3 2.5 2.0 2.3(2.4) 
21 4.387 2.6 2.2 2.4 2.1 1.8 2.2 
22 4.516 2.3 2.3 2.3 2.2 2.2 2.2 
23 4.325 2.2 2.2 2. 1 2.2 1.9 2. 1 
24 4.407 1.3 1.1 1.4 1.4 1.1 1.1 1.2 
25 5.049 3.1 3.0 2.9 3. 1 2.8 3.0 
26 4. 133 1.5 1.5 1.8 1.5 1.5 1.6 
27 4.569 1.9 1.9 2. 1 1.5 1.7 1.8 
28 4.448 2.0 2.0 2.4 1.8 2.2 2.1 
29 4.577 2.9 2.4 2.8 2.4 2.3 2. 1 2.5 
30 4.595 2.2 2.2 2.4 2.3 2. 1 2.2 
31 4.268 1.5 1.4 1.9 1 .1 1.3 1.2 1.4 
32 4.073 1.3 1.3 1.8 1.5 1.2 1.4 
33 4.775 2.7 2.4 2.6 2.1 2.3 2.4 
34 4.372 1.9 1.8 2.0 1.9 1.7 1.9 
35 3.513 1.4 1.4 1.3 1.6 1.0 1.4 
36 4.982 2.0 2. 1 2.5 2.0 2.0 2. 1 
37 5.439 3.4 3.0 2.6 3.2 3.1 2.5 3.0 
38 4.725 3.0 3.2 5.0* 3.0 . 3.2 2.6 3.0(3.3) 
39 4.163 1.3 1.2 1.6 1.3 1.4 I 1 .3 
40 3.329 0.6 0.6 1.0 0.6 0.8 0.7 

HD 

2.5 
1.4 

1. 1 

3.0 
1.7 

1.8 
1.9 
2.6 
2.1 
2.3 

2.2 
2.2 
1.9 
1.4 

2.5 

1.1 
2.4 
2.3 
1.8 
1.5 

0.9 
0.5 

.. 
* Sequential tests of 153 sq. em fabnc disks us1ng spec1f1cat10n (S) or Research (R) method. 
**Values greater than 50% from the average are not used in calculation or mean 

Parenthetical means include ** values in calculation 
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Table G 
Adsorption Factorial Experiments MS/separate 

CCI4/Sample #9 CCI4 separate samples samples 
Ad 1% l<v, Ad 1% Kv, 

Temp Hum Cone Flow Ar g/g 1/min 10 # Ar g/g 1/min 10 # Ar 
L L L L 1.14 0.477 471 18 1. 11 0.263 459 18 1.63 
H L L L 0.74 0.351 415 10 0.57 0.255 436 10 1.16 
L H L L 0.65 0.278 434 24 0.74 0.165 374 
H H L L 0.23 0.175 306 14 0.04 0. 128 234 11 0.65 
L L H L 1.31 0.466 552 6 1.22 0.276 457 
H L H L 0.97 0.381 472 12 0.75 0.358 362 12 1.51 
L H H L 0.82 0.347 454 7 0.90 0.346 583 7 1.31 
H H H L 0.44 0.250 353 37 0.48 0.250 327 
L L L H 0.67 0.347 736 13 0.79 0.233 921 13 0.65 
H L L H 0.49 0.278 696 11 0.40 0.198 627 
L H L H 0.47 0.257 722 29 0.59 .0.278 747 29 0.54 
H H L H 0.21 0.183 586 31 0.10 0.123 454 
L L H H 1.03 0.438 807 8 0.84 0.279 722 
H L H H 0.68 0.344 766 17 0.62 0.197 840 i7 0.58 
L H H H 0.64 0 .3 12 753 1 0.32 0.169 606 1 1.09 
H H H H 0.04 0.100 400 4 0.07 0.100 450 24 0.78 

Table 7 

Estimate of Factor Effects 
Dynamic Adsorption of CCI4 by Type Ill Fabric 

Ar Ad 1% Kv 
Single Multiple Single Multiple Single Multiple 

AveraQe Response 0.658 0.595 0.312 0.226 558 537 
Relative Factor Effect 
% average response 
Temperature -56 -74 -35 -22 -21 -26 
Humidity -67 -65 -47 -28 -20 -24 
Concentration 25 18 12 18 4 2 
Flow Rate -39 -43 -19 -26 45 50 
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Remaining samples from t n is sequential test were assigned to two groupe for 
determination of the effect of challenge concentration, flow rate, temperatu~e, 
and relative humidity on the dynamic adao·rption of cc14. In a full factorial 
experiment (FFE), each variable was tested at two levels on separate samples , and 
on a single sample regenerated between teste. Factor levels are: temperature -
0/32.2C, humidity- 0/80%RH, challenge- 5/20mg/L, and flowrate- 1/2L/min. Table 
6 gives the FFE matrix and responses for areal adsorption at breakthrough (Ar) 
for the trial relative to mean adsorption for the same sample in Table 1, Ae, and 
ky at 1% breakthrough. Main factor effects derived from the FFE are listed in 
Table 7, second and higher order interaction effects are much smaller than the 
primary factor effects and are not included in the Table. The reasonably 
consistent responses from both single and multiple sample trials indicate that 
the dynamic adsorption process is sensitive to all of the tested environmental 
factors. Accumulated adsorption at breakthrough increases with challenge 
concentration but is strongly reduced by increasing temperature, humidity and 
flowrate. The origin of these effects can be deduced from behavior of the derived 
capacity and rate parameters; A exhibits a parallel but lesser dependence on all 
factors, whereas, as expected, \v, which is strongly influenced by external mass 
transfer, increases with flow and is almost independent of challenge 
concentration. These effects are consistent with the arguments in Sections 3 & 
4, and eqs. 4 - 7 in section 5, but cover too limited a range in factor level to 
yie ld a quantitative response profile. A more extensive FFE is planned. 

To determine whether MS behaves similarly, a two-level, 10 trial , fractional 
factorial design was carried out on separate samples only. Specimens were not 
regenerated due to the extremely slow desorption of MS at temperatures (<110C) 
which do n e t degrade the fabric. Factor levels are the same as for CC14, except 
for vapor concentrations of 0.03 and 0.1Smg/L which represent about the same 
range of relative pressure as used for cc14 (i .e. , P/Po limits for CC14 and MS 
are; at 32.2C- 0.004 and 0.016, at OC- 0.066 and 1.0). As a consequence of the 
low challenge concentration required for MS, breakthrough time is more than 150-
fold longer than for cc14. For example, under the same conditions at low 
concentration, breakthrough occurs at 40min. for cc14 and at over 130h for MS. 
Responses for MS in Table 6 parallel those for cc14, except for a greater inverse 
dependence on flowrate, and lower sensitivity to relative humidity. The latter 
is a direct result of the high affinity coeff i cient (P) forMS which is similar 
to that for HD, in contrast to the strong preference for adsorption of water in 
the presence of a lower p adsorptive, such as cc14• 
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Fig. 12. Comparison of agent and simulant adsorption (CTQ) for Type 111 Fabric. Regenerated(l) and 
adjacent(+) swatches. 
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8 . 3 Correlation of HD and CG~ vapor challenge tests - Although HD and cc14 
vapor challenge tests are carried out at the same flowrate and temperature, 
enhanced adsorption of HD at breakthrough is expected due to isotherm 
considerations, such as the use of higher relative pressure and the greater 
affinity coefficient for HD. Compensating for these effects is the moderate 
reduction in adsorption at high relative humidity noted previously with HD, and 
also observed in this study with MS . Overall, the maximum deviation in cumulative 
adsorption of HD and cc14 at breakthrough should not exceed 30 percent due to 
individual factors, and together their net effect should be much smaller. To test 
this premise, agent and simulant vapor challenge of Type III fabric is compared 
in Fig. 12 for adsorbed CTQ ((vapor concentration)[time)[flowrate] rather than 
the customary hours to breakthrough. CTQ is a direct measure of protection level, 
which eliminates the need to correct exposure time for disparate challenge 
concentrations. Results from separate tests of adjacent and regenerated (Table 
5) swatches cluster around the 1:1 equivalence line shown in Fig. 12. 
Linear regression analyses of the individual test groups and the combined data 
set are listed below, with CTQ's denoted as (HD] and (CC14 ]. 

Adjacent swatches; [HD]/[CCl ] = 1.03±0.07, R2 = 0.22 
Regenerated swatches; [HD]/(~Cl4 ] = 0.97±0.04, R2 = 0.56 
All swatches; (HDJ/(CC14] = 1.00±0.04 , R2 = 0.23 

Although a linear correlation is expected on theoretical grounds the near 
absolute equivalence between the adsorptives is due to a fortuitous 
counterbalance of opposing factors. Manifest scatter in the data is reflected in 
the coefficient of determination (R2), which indicates a poor fit to the linear 
model , even for the carefully selected regenerated samples. It follows that most 
of the variance can be attributed to the HD vapor test with a lesser contribution 
from imprecision in simulant adsorption, and fabric heterogeneity in the case of 
adjacent swatches. Approximate equivalence between (HD) and (CC14] also was 
reported for Type I foam laminate fabric30. 

9. CONCLUSIONS 

It is demonstrated that a good theoretical foundation is available for 
evaluating adsorption characteristics of permeabl e protective fabrics containing 
active carbon. Vapor breakthrough in dynamic c hallenge tests can be estimated 
from equilibrium adsorption capacities for adsorbent fabrics and adsorptive 
vapors, which in turn, are derived from molecular parameters. Breakthrough also 
depends on environmental conditions such as vapor concentration, temperature, 
flowrate, and humidity as predicted by the Site Depletion Model and the 
adsorption competition with ambient water vapor. 

Since adsorptives are virtually interchangeable, vapor challenge testa using 
chemical surety agents are rarely justified. Simulants are the most appropriate 
choice for evaluation of developmental materials, acceptance testing, and 
whenever relative adsorbent properties are of interest. A linear correlation is 
confirmed for adsorption of agent and simulant vapor by adsorbent fabric , albeit 
with high variance associated mainly with the agent test. A single simulant vapor 
challenge test should be implemented for routine testing of all adsorbent 
fabrics. 

Extensive response profiles are required for agents and selected simulanta to 
enable transition of laboratory vapor challenge data into information applicable 
to field exposure scenarios. This study ,represents a step in that direction. 
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of composites using the differential scanning calorimetry (DSC) and dynamic mechanical 
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Based on the findings of this evaluation, crystal formation was significantly affected by 
varying the cooling rate from the melt state of the polymers. From the correlation between DSC 
and DMA analyses, it appears that more perfect crystals formed at slower cooling rates than at 
higher cooling rates. At the same time the degree of crystallinity showed a slight increase with 
slower cooling rates. 

Relative crystallinity was estimated from flexural storage moduli data obtained from 
DMA analysis of composites. The observed relative crystallinities upon completion of melt 
crystallization were in agreement with the degree of crystallinity obtained from DSCendotherms 
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composites. Behavior of crystal formation observed in polarized microscope analysis also agreed 
well with DSC data. 
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Effect of Crystallinity of Semicrystalline Polymer Matrices on 
Fiber-Reinforced Ballistic Protective Composites 

John W. Song, Mr., Phillip W. Gibson, Mr., Stuart R. Barlow, CPT 
U.S. Anny Natick Research, Development and Engineering Center 

Natick, MA 01760-5019 

Introduction 

Thetmoplastic composites offersignificantimprovements in tetms of increased durability 
and reduced processing costs over conventional thermoset resin matrices. Thermoplastic 
composites have undergone intense technology development over the past decade for a variety 
of military and civilian applications. The inherent toughness and chemical resistance of these 
polymers make them well suited for composites which must maintain high strength under harsh 
environments. Since thermoplastics are melt processable, they offer potential ease of fabrication 
and field repair, since the resin can be remelted. 

The properties of thermoplastic resins lend themselves well to ballistic composite 
applications. The wide variety of high temperature thennoplastics that have become available 
over the past decade make it feasible to consider using thermoplastic resins in many military 
ballistic composite applications. This new generation of thermoplastics, with their improved 
creep resistance and insensitivity to hot/wet conditions, offer the potential for rugged ballistic 
armor for soldiers' helmets, aircraft armor, and tank armor. 

Our evaluation of thermoplastic composites for ballistic protection applications 
encompasses both semicrystalline(SC) and amorphous(A) thermoplastic resins. The resins used 
to manufacture ballistic test panels are shown in Table 1. These resins include both traditional 
polyamide engineering resins and some of the more recently developed higher performance 
thermoplastics. 

Under normal fabrication conditions, amorphous polymers do not develop crystals upon 
cooling, but are frozen into the glassy state. However, semicrystalline polymers develop their 
crystals during the cooling stage of fabrication. The physical and mechanical properties of the 
semicrystalline polymers are highly dependent on their crystal morphology which is mainly 
governed by the processing history. This paper examines the effect of cooling rate on the 
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morphological parameters of nylon-66 and PEEK resins and composites. This study will assist 
in the optimization of processing conditions of thermoplastic composites for ballistic protective 
applications. 

Generic Name 
Trade Name Types 
Manufacturer 

Nylon-66 (SC) 
Zytel<~'> 
DuPont 

Polyetherether Ketone (PEEK) 
Victrex<~'> (SC) 
ICI 

Polycarbonate (A) 
Lex an<~'> 

General Electric 

Polysulfone (A) 
UdeJ<~'> 

Union Carbide 

Polyphenylene Sulfide (PPS) 
Fortron<~'> (SC) 
Hoechst -Celanese 

Table 1: Thermoplastic Resins 

Structure 
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Background 

When semicrystalline polymers are cooled from the melt or annealed at a certain 
temperature, they crystallize. Crystallization occurs between the melting temperature (T m) and 
the glass transition temperature (Tg). Crystallization of semicrystalline materials is a result of 
nucleation and growth of crystallites. 

Crystallization behavior and nucleation mechanisms are often analyzed using the A vrami 
equation [1] which is based on the laws of expanding spheres and circles. 

(1) 

Here a is fractional conversion from melt state to crystal state at timet, k is a crystallization rate 
constant which is a function of temperature, n is the A vrami exp on en t which contains information 
on the number of dimensions in which the growth take place and the order of the time dependence 
of the nucleation process. For normal crystallization, where crystal growth initiates from nuclei 
appearing sporadically in time and the radial rate of growth is constant, n is 4. For rod-like or 
disk-like crystals (i.e., 1 or 2 dimensional) growth, the values of n are less than 4. 

For melt crystallization, nylon-66 and polyetheretherketone (PEEK) crystallize in at least 
two stages t2-7]. The first stage mainly involves rapid 3 dimensional (3D) spherulite growth from 
the nuclei. As spherulites grow bigger, they impinge on each other and begin to restrict each 
other' s growth. After spherulite impingement, the second stage takes over with a slower 
restricted one or two dimensional growth process. Therefore, values of n for first stage growth 
are expected to be larger than for second stage growth. As implied in equation 1, the A vrami 
equation describes well first stage growth where the 3D growth predominates, but does not 
adequately describe the second stage of crystallization [2,3]. 

The values of the A vrami exponent n are also affected by melt temperature [2 ,4,8] , 
crystallization temperature [2,9,10], fiber type [4,5,6,11], and molecular weight [4] . Reported 
n values of spherulitic growth for nylon-66 and PEEK are approximately 2 [8] and 3 [ 4] 
respectively. Velisaris and Seferis [3] developed a dual crystallization model through modification 
of the A vrami equation and obtained values for n of 2.5 for the first stage crystallization process 
and 1.5 for the second stage crystallization process of PEEK. 

This study examines the crystallization behavior of nylon-66 and PEEK resins and 
composites using differential scanning calorimetry (DSC) and dynamic mechanical analysis 
(DMA) techniques. These techniques allow conelation of the crystallization behavior to 
mechanical properties such as modulus. To closely simulate the actual processing conditions 
during composite fabrication, dynamic scanning was applied, rather than isothermal, for both 
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techniques. Ballistic evaluations of the laminated composite samples were also performed. 

Experimental 

Materials 

The matrix materials used in the experiments were 12 mil thick nylon-66 (Zytel-1 0 1)film, 
manufactured by E. I. duPont deNerous & Co., Inc., and PEEK (Victrex) pellet, manufactured 
by ICI Advanced Materials, Ltd. 

A Kevlar®-29, 2x2 basket weave fabric, 14oz/yd2, manufactured from 1500 denier yarn 
was the reinforcement material for the laminates. 

Fabrication process 

Laminates were prepared using a heated hydraulic press. Platens were heated to the resin 
melting temperatures (i.e., Kevlar/nylon-66laminates(280°C), Kevlar/PEEK laminates (360°C)). 
The nylon-66 laminates were prepared by alternating layers of fabric and film, and heating the 
layered sample to above the resin melting temperature at a pressure of 70 psi. This first stage of 
heating the sample up above the resin melt temperature took approximately 45 to 60 minutes. 
Once the sample reached 280°C the pressure was increased to 1400 psi for 10 to 20 minutes to 
squeeze out excess resin. Two cooling rates were used to vary the crystallinity of the Kevlar/ 
nylon-66 composite sample. Cold water circulated through the plates provided a fairly fast 
cooling rate of approximately 60°C/min. A slower cooling rate of approximately 1.5°C/min was 
achieved by simply turning off the power to the heated platens. 

Kev lar/PEEK laminates were prepared by using electrostatically coated powder prepreg 
stacked in layers. The prepreg was placed in the preheated platens under 350 psi for 10 minutes 
to consolidate the laminate. The PEEK samples were then cooled at the rate of 60°C/min. 

For the ballistic evaluations, one- to five-layer laminates were prepared. Resin contents 
for Kevlar/nylon-66 laminates and Kevlar/PEEK laminates were approximately 30 and 25%, 
respectively. 

DSC and DMA Characterization 

A TA lnstiument 912 DSC cell calibrated using an indium standard was used to obtain 
the heat of crystallization upon cooling through dynamic DSC experiments. Both nylon-66 film 
and PEEK powder samples were heated at 10°C/min until well above the melting temperatures 
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(280°C for nylon-66 and 380°C for PEEK). Samples were held at that temperature for 5 minutes 
to eliminate any remaining thermal history. These molten polymers were then cooled at four 
different cooling rates (1, 5, 10, 20°C/min). After each cooling cycle, samples were heated again 
at the 10°C/min rate to the melting temperature to observe the changes in melting behavior. 

Dynamic mechanical analyses were performed using a TA983 DMA. One-layer of 
Kevlar/nylon-66 or Kevlar/PEEK laminate was used for the DMA evaluations. The heating rate 
used for dynamic mechanical analyses, after the various rates of cooling experiments, was 2°C/ 
min. Isothermal temperatures and cooling rates for the molten polymers in the laminates were 
the same as in the DSC expeiiments. Samples of approximately 15x12x0.6mm size were tested 
in flexural mode at a frequency of 1Hz. The flexural amplitude was 0.5mm for the nylon-66 
laminates and 0.8mm for PEEK laminates. 

A Mettler hot stage with an Olympus polarized microscope was used to observe crystal 
formation in the polymers. Due to the temperature limitations of the hot stage, observations were 
petfmmed only on nylon-66 samples. 

Ballistic Evaluation 

Kinetic energy absorbed by laminates during ballistic penetration was measured using a 
high speed impact apparatus described in reference 12. The projectile used for all ballistic testing 
was a 17-grain, 22 caliber fragment simulator. 

Results and Discussions 

DSC Analyses of Neat Resins 

Figure 1 and Table 2 are the DSC thermo grams of crystallization from the polymer melt 
at various cooling rates. In all cases the heat of crystallization, i1Hc, increased with increasing 
cooling rate, and the crystallization peak temperature, Tc, decreased with increasing cooling rate. 
These relationships indicate that nuclei formation starts earlier at higher temperatures with 
slower cooling rates. In other words, the degree of supercooling, l1T (which was obtained from 
the difference between melt temperature of the polymers where the cooling starts (i.e., 280°C 
for nylon-66 and 380°C for PEEK in this study) and temperature of crystallization initiation from 
DSC experiment) for nuclei initiation increase~ with increasing rate of cooling, as indicated in 
Figure 2. However, as shown in the schematic representation in Figure 3, the nucleation rate and 
rate of crystallization increases very rapidly with decreasing crystallization temperature until it 
reaches a maximum, whereupon the rate of crystallization starts to decrease. We see this effect 
in the DSC exotherm (i1Hc) which increases with increasing cooling rate as demonstrated in 
Figure 2. Dependence of supercooling on nucleation or crystallization rate has been reported by 
many workers [4,13,14]. 
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Figure 1. DSC Thermogramsfor Heat of Crystallization 
at Cooling Rates of 1,5,10, and 20°Cimin. a) Nylon-66; b) PEEK. 

Table 2: Summary of DSC data for nylon-66 and PEEK polymers with various cooling 
rates,~. (Crystallization temperature, T c' Crystallization Initiation temperature,Ti, 
Supercool, .1T, Heat of crystallization, .1Hc, Melting temperatures, T mt and T m2, Heat of 
melting, L\Hm and Degree of crystallinity, Xc) 

Sample ~ T 
c Tl .1T .1H 

c 
T ml Tm2 .1H 

Ill 
X c 

(°CLmin) ro ro crl LIW ro crl .uw. ~ 
Nylon 20 224.30 232.00 48.0 45.38 250.70 260.87 68.70 35.51 
66 10 229.40 235.60 44.4 40.46 251.89 260.74 66.69 34.03 

5 232.74 237.60 42.4 33.98 252.39 260.71 72.93 37.21 
1 238.72 241.70 38.3 32.88 253.77 260.54 79.58 40.60 

PEEK 20 292.10 305.40 74.6 54.95 342.42 33.49 25.76 
10 299.39 310.50 69.5 51.34 343.58 38.55 29.65 
5 304.88 316.10 63.9 48.80 344.10 34.81 26.78 
1 314.06 322.20 57.8 36.58 346.31 41.05 31.58 
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Figure 4. DSC Thermogram for Heat of Melting After 1, 5, 10 and 20 °.C/min Cooling. 
a) Nylon-66; b) PEEK. 

Figures 4a and 4b show the melting of nylon-66 and PEEK after melt crystallization. In 
nylon-66, two melting transitions were observed. Signs of low temperature melting were also 
observed in PEEK. This double melting behavior may be explained as a recrystallization -
remelting phenomenon [15] or the formation of different types or sizes of crystals. With the 
conditions used in this study, PEEK did not clearly show lower-temperature melting peaks, 
whereas to others [5, 11,16] they were apparent. As shown in Figure 4a and Table 2, the higher 
melting peak of nylon-66 does not show a significant dependence on rate of cooling. However, 
the lower melting peak shifted to the higher temperatures as the cooling rate decreases. 

Also shown in Table 2 is that the heat of melting, .1Hm, increased with decreasing cooling 
rate. Assuming the heats of fusion for 100% crystallinity, .1Hf' for nylon-66 and PEEK are 196 
[13] and 130 J/g [17] respectively, the degree of crystallinity from the endotherms, which is the 
ratio of .1Hm to .1Hf' were calculated and listed in Table 2. 

At lower cooling rates, flrst stage crystallization occurs earlier at higher temperatures. 
Since at higher temperatures the nucleation rate is slow, spherulites will grow more freely and 
take a longer time to impinge upon adjacent spherulites. This increases the time before the 
crystallization process changes to the second stage. For a nonisothetmal crystallization kinetic 
study of PEEK, Cebe [4] observed that the time to change over from rapid first stage crystal 
growth to slower second stage growth increased with decreasing cooling rate and that the relative 
crystallinity at that time was also slightly higher at a lower cooling rate. With similar reasoning, 
it is reasonable to expect to increase crystallinity with more perfect crystals at lower cooling rates 
or a higher Tc. This is shown in Figure 5. 
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Figure 5. Degree of Crystallinity ofNylon-66 (0) and PEEK(O) 
as a Function of Crystallization Temperature. 

DMA Analyses of Laminates 

Since the temperature range examined in this study is significantly lower than the Kevlar 
decomposition temperature, which is above 450°C, it is assumed that the behavior observed in 
the DMA study is mainly resin matrix behavior. 

As described earlier, in semicrystalline polymers, crystalline morphology will greatly 
influence the mechanical properties such as modulus. Figures 6 and 7 are flexural storage 
modulus (E') and loss modulus (E") scans obtained during cooling. As discussed in the DSC 
analysis section of this paper, when crystallization occurs at higher temperatures (i.e., low 
supercooling temperature), which is the consequence of the slower cooling rate, formed crystals 
may be more perfect than crystals from a faster cooling rate. More perfect crystals should show 
higher stiffness at higher temperatures. This is well demonstrated in Figures 6a and 6b which 
are the cooling scans ofE'. The initial steep slope portions of the curve (stiff material) correspond 
to the first stage of crystallization. The second stage of crystallization follows with a lower slope 
(less stiff material). The E" scans shown in Figures 7a and 7b somewhat resemble the 
corresponding DSC scans. As the cooling rate decreases the E" peaks become smaller and 
sharper, which is another indication of improving crystal perfection. 
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As can be seen in Figures 6 and 7, DMA cooling scans show not only the melt 
crystallization behavior but also allow detailed observation of the entire polymer hardening 
process. The transition observed at a much lower temperature (see Figures 7 a and 7b) is the glass 
transition temperature due to the free volume reduction upon cooling (T gc). As shown in Figure 
8 and Table 3, as cooling rate decreases, T gc approaches T g which is observed from 2°C/min 
heating. From these observations, it is obvious that after melt crystallization the amorphous 
region continues to harden. As for melt crystallization, this transition occurs earlier at higher 
temperatures when the material is cooled at a slower rate. 
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Table 3: Summary of DMA data. All temperature readings are E" peak values. 

Sample $ T T T E' X RC c gc g m 

( °C/min) .(:cl .(:cl .(:cl <GPal 00 

Kevlar/ 20 206.7 34.85 74. 14 7.848 38.6 
Nylon-66 10 216.4 44.58 74.64 8.029 37.8 

5 229.5 51.89 75.36 8.057 40.2 
1 242.4 64.38 75.8 8.205 40.8 

Kevlar/ 20 266. 1 114.4 155.9 1.104 20.6 
PEEK 10 283.8 126.5 158.2 1.151 24.2 

5 290.4 144.1 161.6 1.157 28.4 
1 308.1 151.9 168.3 1.233 32.5 

From Figures 6a and 6b, relative crystallinity, XT, in the melt crystallization region can 
be estimated as 

where ET' is E' at a given temperature, E
0 

is the lowest modulus of the polymer melt and Em' 
is the maximum obtainable modulus (E' values at 20°C were used). The results of equation 2 
were plotted in Figure 9a and 9b. As shown in Table 3, just after the completion of melt 
crystallization, determined from E' and E" data, the relative crystallinities,XRc• ranged from 39 
to 41 % and 21 to 33% for Kevlar/nylon-66 and Kevlar/PEEK laminates, with slightly higher 
value for slow-cooled samples. These values are very similar to the degree of crystallinities of 
the neat resins calculated from the heat of fusion of the polymer (see Table 2). These results 
confiim the close relationship between crystal morphology and mechanical properties and that 
this morphology can be controlled through cooling rate. The close agreement between the degree 
of crystallinity, Xc, from the neat polymer and the relative crystallinity, XRc• from the laminate 
indicates that the influence of the fiber on degree of crystallinity is minimal as assumed earlier. 
These results also show that the sensitivity of crystal morphology to cooling rate is somewhat 
greater for PEEK than for nylon-66 laminates. 
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Figure 10 is a plot of the maximum obtainable flexural storage modulus, Em ', as a function 
of cooling rate. Although the differences are small, Em' is greater at slower rates of cooling. 
These crystallization studies ofKevlar composite samples confitm that slow cooling rates in the 
mold will produce higher modulus composite samples. 
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Microscopic Analysis 

Crystal formation was observed using a Mettler hot stage with an Olympus polarized 
microscope. Due to the temperature limitations of the hot stage, observations for PEEK were 
not possible. Observations were made only on 1 °C/min and 20°C/min cooling rates. The scans 
of a strip chart which was connected to the microscope were used to observe the progress of crystal 
formation. The scans of this strip chart (not shown) are the results of the light intensity differences 
due to the crystal formation upon cooling. 

From the examinations of the chart scans, it was observed that for a 20°C/min cooling 
rate, the first stage crystallization started at around 230°C and ended at around 225°C and, for 
a 1 °C/min cooling rate, nucleation started at around 244 °C and the first stage of the process ended 
at241 °C. Therefore, at a 20°C/min cooling rate, the primary crystal formation period lasted only 
15 seconds, while at 1 °C/min rate, the period lasted 3 minutes, which is 12 times longer than the 
higher cooling rate. 

Although the primary crystal fmmation region for 1 °C/min cooling is shifted to the higher 
temperatures than the same region observed in DSC experiments (see Figure 1a and Table 2), 
ranges for the primary crystal formation regions for both cooling rates agreed reasonably well 
with DSC data. In Table 2, the differences between crystallization initiation temperature, Ti, and 
crystallization exotherm peak, Tc, are 7.7 oc for 20°C/min cooling rate and 3°C for 1 °C/min 
cooling rate, which correspond to 23 seconds and 3 minutes, respectively. 

Figure 11. Spherulites Formed in a Nylon-66 Air Bubble. 
Picture was made at room temperature. 
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During the 1 °C/min cooling, it was somewhat easier to identify initiation of nucleation 
than for the 20°C/min cooling rate, but it was still a very fast process. After completion of 
crystallization, it was difficult to distinguish the differences in spherulite size between the two 
different rates. However, in the bubbles, generated during the cooling process, where the 
nucleating sites are minimal, grown spherulites are reasonably large and stay the same size. 
Figure 11 shows spherulites formed in a bubble of nylon-66. 

Ballistic Evaluation 

Figure 12 is a plot of ballistic limit as a function of areal density of the laminates. The 
ballistic limit was obtained from the energy absorption of the laminate as described in reference 
12. Curves for Kevlar/Polyvinylbutyral + Phenol formaldehyde (PVB+PH) and S-2 Glass/ 
PVB+PH are also from reference 12 and plotted for comparison purpose. As shown, ballistic 
limits of the thetmoplastic laminates fabricated during this study are somewhatlower than Kevlar/ 
PVB+ PH, which is the cutTen t Atmy helmet material, and slightly better than S-2 G lass/PVB+ PH 
laminates. 
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Figure 12. Ballistic Limits of Kev/ar/Ny/on-66 and Kevlar/PEEK Laminates 
as a Function of Areal Density. Curves for Kevlar/PVB+PH and S-2 Glass/ PVB+PH 

are from Reference 12 . 
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It must be noted that the processing conditions of the laminates fabricated during this 
study were not optimized due to the limitations on equipment and lack of experience. For 
example, we feel that in some cases, laminates were kept in the mold too long at high pressure. 
The high pressure forced the molten polymer into the interfiber spaces within the Kev lar yarns. 
This probably resulted in restricting the fiber mobility during ballistic impact. It has been shown 
that out-of-plane deformation of the Kevlar fabric is necessary for good ballistic impact 
resistance, and that composite laminates which are optimized for properties such as flexural 
modulus do not provide good ballistic impact resistance [18]. The function of the resin in a 
Kevlar ballistic protective composite is mainly to provide structural integrity. A resin which 
interferes too much with the motion of the Kevlar fabric during ballistic impact will decrease the 
composite's ballistic impact resistance. 

In the Kevlar/PEEK laminates, it was noticed that the Kevlar fabric changed color from 
light gold to brown, which may be an indication of thermal degradation. The Scanning Electron 
Micrographs in Figures 13a and 13b reveal the degradation of Kevlar fiber in Kevlar/PEEK 
laminates. In both pictures, typical Kevlar fibrillation upon ballistic impact was observed. 
However, fibrillation in Kevlar/PEEK laminate was very localized at the impact area, whereas 
fibrillation observed in Kevlar/nylon-66 laminate extended to considerably longer distances 
from the impact point. These observations led us to believe that the Kev Jar fiber in Kev lar/PEEK 
laminates is weakened from thermal degradation and resulted in the localized fibrillation in the 
impact area during ballistic impact. Figure 14 shows the unusual mode of nylon-66 matrix 
cracking. 

(a) (b) 
Figure 13. Scanning Electron Micrographs of a) Kevlar/Nylon-66 and b) Kevlar/PEEK 

Laminates After Ballistic Impact. Kevlar/PEEK Laminate Shows Localized 
Fibrillation Whereas Kevlar/Nylon-66 Laminate Shows the Fibrillation Extended a Much 

Longer Distance. 

159 



SONG, et al. 

Figure 14. Unusual Matrix Cracking After Ballistic Impact 
Observed on Kevlar/Nylon-66 Laminate. 

Conclusions 

From the observations of crystallization behavior of nylon-66 and PEEK neat resin and 
their laminates for various cooling rates, it was found that the cooling rate influenced the 
crystallization behavior significantly. At lower cooling rates more perfect primary crystals are 
formed and this fact results in higher crystallinity and higher modulus. 

The relative crystallinity calculated from storage flexural moduli of the laminates in the 
melt crystallization region agreed well with the degree of crystallinity obtained from the neat 
resin melting endotherm. This agreement indicates that the influence of fiber on degree of 
crystallinity on laminates is minimal. 

From the DMA cooling scan, it was found that after the completion of melt crystallization, 
amorphous hardening continued. Another transition at a much lower temperature was also 
observed. This is clearly due to the free volume reduction upon cooling and is probably due 
mainly to the amorphous region behavior. At a very slow cooling rate, this transition will merge 
to the Tg. 
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Crystal formation in nylon-66 observed via a polarized microscope with hot stage agreed 
reasonably well with DSC data. Times spent for primary crystal formation for the observed 
cooling rates (1 and20°C/min) were similar in DSC and in a polarizing microscope with hot stage. 

For the samples as molded, ballistic limit values obtained during this study are reasonable. 
It was believed that in some cases high molding pressures and other conditions forced resin into 
the interior of yarns, thereby lowering the ballistic impact resistance of the composites. 

SEM photos revealed the possible thermal degradation of Kevlar fibers in the Kevlar/ 
PEEK laminate fabticated in this study. 
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specifically for thermal response investigations. The data recorded from 
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the progression of skin damage as it changes with time. The software is 
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3D ANALYSIS OF TRANSIENT THERMAL TRANSPORT THROUGH UNIFORMS 

Barry S. DeCristofano, Gerald J. Caldarella 
and Joseph F. Roach 

U.S. Army Natick RD & E Center 

1.0 INTRODUCTION 

Since 1950, compelled largely by the prospect of nuclear weapons use, 
a number of investigators have studied the possibility of using simulants 
that mimic the response of skin tissue as a substitute for animals in 
thermal injury studies (refs. 1-6) . Major efforts to develop techniques 
to simplify and standardize experimental investigations of skin tissue 
damage from flame and nuclear thermal insults were conducted at the 
laboratories of the University of Rochester, Massachusetts Institute of 
Technology, the U.S. Naval Material Laboratory and the U.S. Army Natick 
Quatermaster Research and Engineering Command (later the U.S. Army Natick 
Research, Development and Engineering Center). 

2.0 PRIOR TECHNOLOGIES 

One of the first successful methods of recording surface temperatures 
in thermal radiation research was the temperature indicating tape. Tapes 
of black paper coated with organic compounds of various melting points 
were used to record the surface temperature attained beneath fabrics (Fig. 
1). These compounds formed an opaque, white spot when deposited on the 
tape and when melted were absorbed by the paper allowing the paper to 
become visible. When conducting an experiment, a series of these tapes 
was affixed to a manikin in several locations. The highest surface 
temperature attained at any site was indicated by the color change of the 
tapes placed there. This technology is still marketed today (Fig. 2) and 
is useful in applications where there exists a limiting temperature beyond 
which materials or components can become damaged or ineffective. 

A hypothesis advanced by Henriques (ref. 7) is that in burned skin, 
cellular death follows the thermal inactivation of a critical fraction of 
the sensitive protein molecules in the skin. While a correlation between 
skin surface temperature and skin tissue damage has been determined, a 
more precise predictor of tissue damage can be achieved by knowing the 
increase in temperature at the dermis-epidermis boundary (approximately 80 
J1JU beneath the skin surface) as a function of time. The index used by 
Henriques to indicate the severity of a burn was omega, n (Eqn. 1). 
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n = 3•1 x 1098 
0
J; (75ooo 1 (T + 273)) dt (1) 

where, 
n is the index of burn severity (an omega value of 1 

indicates a second degree burn) 
T i s the sensor temperature in degrees Celsius 
and t is the time in seconds 

The temperature- versus-time relationship is required to calculate this 
parameter. To this end, sensors were constructed to simulate the thermal 
properties of skin tissue and correlate burn severity with the 
temperaturehistory at a known depth beneath the skin surface. Derksen et 
al., at the Naval Material Laboratory (NML) (ref. 5) experimented with 
various proportions of thermosetting resins and fillers to form a material 
that had the same thermal response c haracteristics as human skin tissue. 

The result was a mixture of urea-formaldahyde and silica compression 
molded into a disc, 3.8 em-diameter and 1 .3 em-thick that was c urved on 
one face. A 0.01 em thick, Type T (copper-constantan) thermocouple 
embedded 0.05 em beneath the curved surface provided a temperature history 
of the simulant's response to a thermal source (Fig. 3) . The response of 
the sensor closely matched that of s kin tissue (Fig. 4). In 1973, the Air 
Force bought a n instrumented manikin that was designed for field testing 
in aircraft fuel fires (ref. 8). The manikin had a network of 124 sensors 
that were similiar in design to the NML sensors. This manikin (Fig. 5) 
was obtained by Nat i ck shortly thereafter and used in testing garment 
materials at a flame pit located at Natick's annex facility in Maynard, 
MA. 

The coll12ction and analysis of the data from these sensors, though 
sophis ticated at the time, seem quite cumbersome by today 's standards. 
Thermocouple voltages were scanned t h ree t imes each second and the data 
were recorded on a tape cassette recorder located in the torso of the 
manikin with the multiplexing hardware, referred to as the Manikin Data 
Acquisition System (MDAS). This equipment was powered by a lead dioxide 
battery (also in the torso), which had to be recharged prior to each run 
to ensure proper operation. The Manj kin Support System (MSS) was used at 
the beginning and end of each experiment. Before a test, the MSS was use d 
to charge the battery of the MDAS, perform a check-out of the manikin 
sensors , and initialize the MDAS for t he test. At the conclusion of the 
experiment, the data were transferred from the cassette in the manikin to 
a separate data reduction unit where it was reformatted and stored on 
another cassette. The reformatted data were then transcribed to a tape 
reel compatible with a digital computer (ref. 9). Upon returning from the 
test site, the data on the tape reel were down-loaded to the UNIVAC 1106 
computer located at Natick. and t he data reduced (usually overnight). The 
program converted the data to skin burn 
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Figure 2. Representative t emperature tapes currently marketed. 
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Figure 5. Manikin a nd support system (circa 1973) cons i s ting of the 
ma nikin (center rear), the MDAS (center front), a nd the 
MSS (left, right). 
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damage criteria. The program also provided a body-regional analysis of 
the simulated skin damage and a two-dimensional representation of the 
affected areas (Fig. 9). The data processing hardware external to the 
manikin was bulky, heavy, and sensitive to shock and temperature. 

The problems with handling the data in this manner were two- fold. 
First, the accumulated noise generated by recording and re- recording the 
data caused data to become muddled and lost at times. Second, the lengthy 
turnaround time needed before researchers saw the data meant equipment 
problems went undetected. This sometimes required that some multiple, 
costly experimental runs had to be repeated. 

With the advent of personal computers, it became possible to handle 
the large quantity of data generated by the manikin's 124 sensors rapidly 
and on- site. The tape recorder and multiplexing circuitry mounted inside 
the manikin were replaced by eight circuit boards (Fig. 10) . The 
multiplexors on these boards allowed the thermocouple voltages to be 
measured 10 times each second. This three-fold i ncr ease in data provided 
a more accurate determination of each sensor's temperatur~ response as a 
function of time. The multiplexor sequencing and ajd conversion were 
controlled by commercial software (Labtech Notebook) running on a portable 
computer (Compaq Portable 386). The system allowed for an evaluation of 
the status of all sensors immediately prior to and after each experiment. 

Final processing of the data resulting in the calculation of skin 
tissue damage and two-dimensional plotting of the body areas affected 
required under 30 minutes and could be accomplished on- site if desired 
(Fig. 11). These calculations we re also carried out on a portable 
computer using software developed at Natick (program MANBURN. BAS). 

This sytem too, though representing a marked. improvement over its 
predecessor, had significant limitations. With the ability to record only 
124 channels, the system was limited to the use of one manikin. Th~s 
system did not take full advantage of extended target area (33 m ) 
available at the Thermal Radiation Source (TRS). When more than one 
manikin was used in an experiment, such as in the bi-annual high-explosive 
tests, the additional manikins were equipped with paper tapes, described 
above. Also, the hard- wiring of the manikin to the computer via a 
10- twisted-pair cable (necessary for multiple xor control and data 
exchange) limited the distance the computer could be located away from the 
manikin. This restriction would have made fire-pit experiments more 
difficult to execute and complicated the use of the manikin in combat 
vehicle crew compartments. Finally, the two- dimensional representation of 
the predicted skin tissue damage area could not give a true impression of 
the extent of damage due to foreshortening of the areas on the sides of 
the manikin. 

To extend the capabilities of researchers to collect and analyze the 
response of fabrics and uniform systems to varied thermal insults and 
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................................................................................................................ 
TOTAL INTEGUATEO HEATING 

OIU/fT 2 ICAl/CH21 

LEFT t!A'ID fliGHT HAND BACK 

CAL!lRIHF.TER REAl> 46 , 243 I 

FROtH 28 . 4 71 

SIO( 29 . 7 6 6 

AVERAGE J4 . 8.l7 

RAOIONETER 40 . 919 

Figure 9a. 

Figure 9b. 

1;? .53~ 1 

7 . 7161 

e . t671 50 . 0 17 13. 555 1 

Q.ttJIH 41.338 11.2031 

11 . 0941 SI . OAI 13.8431 

AVER~GE fIRE ltvEL 
IAV[R~G~ OF ALL HA~Il CALORIHET[RSI 

38.08~ I JO , JZOI 

19,313 I S, Z341 

14 , 65 1 I ),9701 

Text output using MDAS data (ref 10). 

Graphics output using MDAS data (shaded 

areas represent severity of burn). 
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Figure 10. Circuit boards located in manikin. 

Today'• da t o 111 00 - 08-1990 
Experiment namo: AUlD-S (20 ca1;cm2) 
Exporiruont datal 2-16-1990 

TC I l 2 3 4 5 6 7 0 
Omoqo 0.12£-22 0. 37£-26 0,14£- 26 0.22E-27 0. 23£-26 o. 52E-24 0.42£-22 0 . OOE+OO 

TC I 8 9 10 11 12 ll l4 0 
Omega 0 . 95E-l5 0.74£-15 o. 42£-13 0 , 11£- 11 0, 23E+OO 0, 20E+OO O.lOE-05 0. 00£+00 

TC I 15 16 17 18 19 20 21 0 
omaqa 0.45£+00 0.17£+02 0 . 85E+OJ 0 .12£+04 0 .13£+05 0.19£+05 O,JJ£+05 o. 00£+00 

TC I 22 23 24 25 26 27 20 0 
Omaqa o. 50£+06 0,5)£+05 0.21£+09 0.11£+06 0. 32£+05 0.14£+04 0 . 33£+03 o. 00&+00 

TC I 29 JO Jl 32 3J J4 35 J6 
Omega 0.12£+02 0,12£+01 O.OJ£- 02 0.42&-04 0 . 25£-06 0.17&- 06 0. 22£- 10 0.46&-13 

TC I 37 38 39 40 41 42 43 44 
Omega 0.12£-15 O,HE- 17 o . 98£-20 0.5JE-22 o. 00£+00 0. 48£- 24 o. 391!:-24 0 . 15&-24 

TC I 45 46 47 48 49 50 51 52 
Omoqa 0.36£-25 O,l6E-2J 0.6JE-2 1 0.42£-18 0.16£-15 0.22£-13 0.94£-11 0,29&- 08 

TC I 5 3 54 55 56 57 58 59 60 
Omaqa 0.37£-06 0,27£-04 0. 26&-02 0.21£+00 0.81£+01 0.17E+03 O.J0£+04 0,2)£+05 

TC I 61 6 2 6J 64 65 66 67 68 
OUieqa 0.27£+06 0. 35£+07 o . 44&+07 0.10£+08 0 . OOE+OO 0 . 62£+07 O. JJ£+07 o. 50&+06 

TC I 69 70 71 72 7J 74 75 76 
Omaqa 0. 48£+05 0. 24 £ +04 0.98£+02 0.97£+00 0. 94£-02 0. 53£-01 o. 20£-04 0.97£-07 

TC I 77 78 79 80 81 82 83 84 
Omeqa 0. 16£-09 0.17£-12 0.10£-15 0. 441!:-18 0.14£-20 o. 37£-18 0.13£-19 0.1JE-25 

TC I 05 06 07 88 89 90 91 92 
Omega 0.15£-24 0 . 25£-20 0.48£-24 0.15£- 22 0. 44&-22 0.52£-19 0.17£- 15 0. JlE-13 

TC I 93 94 95 96 97 98 99 100 
Omega 0.88£-11 o. 60£-09 O.HE-07 0.61£-05 0.12£-02 O.OOE+OO 0.14£+01 0 .15£+02 

TC I 101 102 10J 104 105 106 107 lOB 
Omega 0 . 25£+04 0.00£+00 0.19£+06 0.50£+06 0.19£+07 o. 26£+07 0 . 28&+07 o. 70&+07 

TC I 109 110 111 112 113 114 115 116 
Omega o. 55£+09 0 . 29£+06 0. 20&+06 o. 37&+04 0.86£+03 o. 27&+02 0. 36E+OO 0.88!•05 

TC I 11 7 118 119 120 121 122 123 124 
OE!Ieqa 0,14£+00 0.14£-06 0 . 86&-00 0 . 36&-11 o. 25£-12 O. lJE-14 0.22£-17 o. 37&-24 

Figure lla. Out :gut from MANBURN.BAS, omega values. 
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Today's date is : 08-08-1990 
Experiment name: AUIB-5 (20 caljcm2) 
Experiment date: 2-16-1990 

% of SENSOR area with 2nd degree burns or greater % of BOD¥ area with 2nd degree burns or greater 

WHOLE BOO¥: 40.3 
FRONT: 39.3 BACK: 41.1 

WHOLE BOO¥: 35.5 
FRONT: 33.9 BACK: 37.1 

HANDS: 49 . 9 HANDS: 46.5 
FRONT: 50.0 BACK: 49.9 FRONT: 46.6 BACK: 46.4 
RIGHT: 100.0 LEFT: o.o 

RF: 100 . 0 RB: 100 . 0 LF: 0.0 LB: 
RIGHT: 93.1 LEFT: o.o 

RF: 93.3 RB: 92.9 LF: 0 . 0 LB: 

ARMS: 42.0 ARMS: 34.8 
FRONT : 43.9 BACK: 40.4 FRONT: 34.0 BACK: 35.6 
RIGHT: 84.3 LEFT: 0.0 RIGHT : 69.7 LEFT: 0.0 

RF: 83.6 RB: 85.1 LF: o.o LB: RF: 68.0 RB: 71.4 LF: 0.0 LB : 

LEGS: 16.7 LEGS: 15.8 
FRONT: 16.8 BACK: 16.5 FRONT: 16.1 BACK : 15.5 
RIGHT: 20.3 LEFT: 13.1 RIGHT: 19 . 3 LEFT: 12.4 

RF: 16.0 RB: 25.4 LF: 17.7 LB: RF: 15.3 RB : 23.7 LF: 16 .9 LB: 

TORSO: 61.8 TORSO: 53 . 1 
FRONT: 63.4 BACK: 60.5 FRONT: 51.9 BACK: 54 . 2 

Figure llb. Output from MANBURN.BAS, body-region analysis. 

fk'ont 
R L L R 

hack 

Figure llc. Output from MANBURN.BAS, graphics. 
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enhance understanding of the pattern(s) and mechanism(s) of energy 
transfer through and within materials, a design was needed which used 
reliable, lightweight, compact, and user- friendly instrumentation. To 
this end, the Advanced Thermal Response Data Acquisition and Analysis 
System (ATRES/DAAS) was designed. 

3.0 DESCRIPTION OF THE ATRES/DAAS 

The system consists of the following components: 1) remote data 
collection units, 2) main data controller unit, 3) data processing and 
storage unit, and 4) graphical analysis and presentation unit. The 
relationship between the first three components is illustrated in Figure 
12. Each of these units is described in detail below. 

1) REMOTE DATA COLLECTION SITES: 
A data collection site consists of a manikin, skin sensors, and 

electronic hardware. There are four manikin data acquisition sites in the 
ATRES/DAAS. The manikins may be used together or each of the manikins can 
be fielded separately, providing the ability to tailor the system to the 
scope of the research investigation. 

The manikin shells constructed for previous investigations (ref. 11) have 
been reused. The manikins are constructed of epoxy-coated fiberglass mat 
molded into the shape of a size 40-regular male and the manikin surfaces 
are coated with polytetrafiuoroethylene. The sensors used to simulate the 
response of skin tissue have been improved. The resin formulation 
developed earlier to mimic the thermal response of skin tissue has been 
retained as have the dimensions, but the method of temperature measurement 
has been changed. Each sensor is a 1.09 em- thick, 2. 70 em- diameter disk 
fabricated of a mixture of a-cellulose- filled urea formaldehyde and 
silica. The type T thermocouples (copper/constantan) used in the original 
sensors were replaced with thermistors. Use of thermistors allows for 
measurement of a larger signal (volts instead of microvolts) and better 
interpolation of the corresponding temperatures because they are more 
linear over the short range of temperature values involved. The 
thermistors are however, more expensive and more fragile (the glass beads 
surrounding the semiconductor are 0.0127 em in diameter and the leads are 
0.002 em in diameter). 

Data from the sensors are fed into a single data acquisition board 
mounted in the chest cavity of the manikin. The board is custom-designed 
to accept the feed from 124 analog input channels. The board contains 
integrated circuits providing multiplexing, amplification, 
analog-to- digital conversion, DC-to- DC conversion, and monitoring 
functions as well as buffers and line drivers to pass the data on to the 
main controller unit. 

173 



DeCRISTOF ANO, et al. 

MANIKIN 
ACQUISITION 

SYSTEM 
• l 

MANIKIN 
ACQUISITION 

SYSTEM 
•2 

MANIKIN 
PCM ACQUISITION 

RECEIVING/ SYSTEM 
RECORDING .3 
EQUIPMENT 

<TERMETRIX M9000-P) 
CREMOTEJ 

MANI KI NM 
ACQUISITION 

SYSTEM 
.4 

COAXIAL CABLE 

l 
l2 VOLT MAIN 
POWER TWO WIRES <SHIELDED) CONTROLLER/ 
SUPPLY f'ORMATTER 

25 HIRES <EACH) 

Tit I e 
BLOCK DIAGRAM Of' f'OUR MANIKIN SYSTEM 

fSi zv rocum•nT Numt,.,. 
A USA,BLOCK. USA ~ 

a .r : anuar l'JB'J ISh~e 0 

Figure 12. Schematic of the ATRES/DAAS. 
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2) MAIN FORMATTER AND ACQUISITION CONTROL UNIT: 

The main controller receives input from each of the remote data sites 
(4 x 124 = 496 data channels). It is a versatile, custom-designed 
assembly, which selects each site in turn and conditions the signals for 
storage. Data from each of the 496 sensors are received every 50 ms. 
This translates to 9,920 pieces of data each second. The controller 
addresses the sites, performs parallel-to-serial conversion of the digital 
data, generates code for use by the data processing software, and outputs 
the signal to the data processor and storage unit. This unit also has the 
capacity to handle an additional 25 channels of data beyond those from the 
four manikins. This capability provides the flexibility to field an 
additional sensor array of any configuration as well as to use the system 
in a laboratory environment. Located with the main controller is a 
compact 12-volt DC battery for power distribution to each of the remote 
sites. 

3) DATA PROCESSING AND STORAGE UNIT: 
The coded data from the main controller unit is sent via a single 

coaxial cable or by telemetry using a radio frequency (RF) to an 80386 
microcomputer. The direct, coaxial link can be miles long and the RF link 
can be used to transmit at extreme ranges. He re, using software tailored 
to the ATRES/DAAS, the data is stored for analysis at any future time, 
convenient for the researcher. If the experimenter has access to the unit 
during the test, the data may be displayed in real-time. Upon completion 
of the thermal exposure, this unit performs the conversion of the raw data 
from the remote collection sites into burn-severity evaluations. The 
control of signal timing, ajd-dja conversions (including thermistor 
calibration prior to each experiment), real- time system status, and 
numerical and graphical displays are performed using Micro-TLM (TM) by 
Terametrix. 

4) GRAPHICAL ANALYSIS AND PRESENTATION UNIT: 
At the conclusion of an experiment, conversion of the temperature-

' versus-time data into calculations of omega values is accomplished by a 
FORTRAN program, MANBURN.F. The output from this program becomes the 
input to a routine (program BURNMAP) that generates three-dimensional 
views of the predicted tissue-damage areas of each manikin (Fig. 13). 
This software was written using Supersyntax, a graphics manipulation 
language incorporated into the MEDUSA (TM) computer-aided-design package 
marketed by PRIME Computers, Inc. MANBURN.F also produces a tabular 
analysis of the predicted skin tissue damage including area affected as a 
percentage of total manikin area and by manikin regions, identical to the 
output of MANBURN.BAS. The output of a two-dimensional projection of 
predicted damage can still be generated using BURNMAP.BAS. 

4.0 APPLICATIONS 

The ATRES/DAAS is a complete package which gives researchers the 
tools required to study accurately a nd comprehensively the effects of 
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Figure 13a. Graphics output from BURNMAP. 

Figure 13b. A representative sensor area from BURNMAP. 

176 



DeCRISTOFANO, et al. 

thermal radiation on existing and potential uniform materials, whenever 
and wherever required. 

In the field of nuclear- thermal and nuclear- thermal/blast synergy 
research, the new system takes full advantage of the large test area 
available with current simulators. We can utilize four instrumented 
manikins in front of the source rather then just one. This provides a 
greater degree of control in an experiment because environmental 
conditions and source characteristics vary slightly from test to test as 
well as from location to location on the testbed. This added control over 
experimental conditions increases the confidence- level in the statistical 
analysis of the data. The capability to target four manikins at once also 
reduces the cost and time required to perform these experiments. 

Investigations of fires in and around combat vehicles can also be 
conducted with the ATRES/DAAS. Since the data from the manikin sensors 
can be transferred to the computer by telemetry, the computer may be 
located safely away from the flame environment Telemetry also eliminates 
the need to run a cable out of the test area. Using all four manikins, an 
entire crew may be realistically placed in a vehicle or a vehicle mock- up 
at one time. 

Data from these investigations will aid in the development of 
enhanced protective clothing as well as improve our understanding of the 
underlying energy transport phenomena involved. An increased 
understanding of the energy transfer mechanisms will allow better 
mathematical modelling and simul~tion of material response to thermal 
insults. 

5.0 FUTURE WORK 

Further refinements of the Advanced Thermal Response Data Acquisition 
and Analysis System have already been planned. The manikins used in the 
system have separable hands, feet, arms, legs, and head. These rigid 
fittings will be replaced with movable joints to allow articulation of the 
manikins into more realistic postures as required for mounted as well as 
dismounted combat soldiers. Also, the graphics software will be modified 
to allow models of clothing and equipment to be superimposed over the 
burn- prediction profiles in order to facilitate the analysis of the energy 
transfer to the manikin by relating the damaged areas to specific 
components of the combat ensemble. The documented computer codes used in 
the manipulation and presentation of the ATRES/DAAS data will be released 
in a future publication. 
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ABSTRACT: Military uniform materials vary widely in their heat transfer and water vapor transport 
characteristics. Several techniques exist to evaluate the water vapor transport characteristics of clothing materials. 
The most common techniques include guarded hot plate sweating skin simulants and cup-type moisture vapor 
transmission rate(MVTR) tests. Theoretically, all such tests measure an identical property, water vapor resistance, 
butt he results between different types of tests rarely agree. The reasons fort he discrepancies are due to the different 
conditions present in each test; in some cases the intrinsic properties of the materials are altered by the test 
conditions. The results of three studies illustrate important factors to be considered when evaluating the thermal 
and moisture vapor transport properties of textile materials 

The first study showed that MVTR and sweating skin simulant water vapor resistances correlate quite 
well for permeable materials. Semipermeable membranes divide neatly into two types of behavior. Hydrophobic 
membranes show good correlation between MVTR and sweating skin simulant tests, but hydrophilic membranes 
show poor agreement between the two types of tests. The scatter is accounted for by noting the different vapor 
pressure gradients present in the two types of tests. When combined with the different levels of water present in 
the hydrophilic membranes, these different gradients drastically alter the intrinsic transport characteristics of these 
hydrophilic membranes. The implications for materials screening testing are discussed. 

In the second study a variety of experimental and standard tex tile materials were evaluated for thermal 
properties, water vapor resistance, and air permeability. The materials included permeable and impermeable types 
tested as single layers, laminates, and layered composites. The permeable materials were evaluated under a variety 
of air flow conditions, including varying the direction of air flow over the sample and the inclusion of an air space 
between the sample and the sweating skin simulant surface. The effect of these different air flow conditions on 
the ranking of materials can be significant. Air permeability becomes particularly important in the case of an air 
space between the fabric and the sweating skin simulant surface. 

A third study determined the agreement between several different guarded hot plate sweating skin 
simulant test methods. The comparison included the Hohenstein Skin Model, which has become the standard 
apparatus used in Europe. Test results between the different types of equipment compare well as long as the 
differences in air velocity over the sample are taken in to account. In general, air velocWes of at least one to two 
meters/second minimize the contributions of radiant heat transfer and boundru·y air layer resistances, which tend 
to obscure intrinsic textile sample properties. 
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Heat and Water Vapor Transfer Through Clothing Materials: Three Studies 

Phillip W. Gibson 
U.S. Army Natick Research, Development and Engineering Center 

Natick, MA 0 1760-50 19 

Introduction 

The water vapor permeability of clothing materials is a critical property for clothing systems that must maintain 
thermal equilibrium for the wearer. Clothing materials with high water vapor permeability allow the human body 
to take advantage of its ability to provide cooling due to sweat production and evaporation. High water vapor 
permeability is also important in cold environments to prevent or minimize water buildup in clothing. 

A variety of laboratory methods are available to determine the heat and mass transfer characteristics of clothing 
materials. These laboratory tests are usually performed using small pieces of fab1ic ranging in area from 0.4 m2 

to 0.006 m2. These small-scale test methods, which use flat samples, are convenient for comparative material 
property testing, but neglect many factors important to actual clothing systems. Factors such as garment fit and 
design, influenced by the geometry of the human body, are often more important to the performance of a clothing 
system than the clothing material properties. The importance of these other factors must be assessed by test 
methods such as heated mannikins or human chamber trials. 

The work presented here summarizes the results of three separate studies concerned with the laboratory 
measurement of heat and water vapor transfer through clothing materials. Each study concentrated on one 
particular aspect of problems encountered in measuring relative performance of these materials. The first study 
involves an experimental correlation between two types of water vapor permeability tests. The second study looks 
at the influence of air permeability on heat and water vapor transport through woven and nonwoven fabrics. The 
final study determines the agreement between several different guarded hot plate (sweating skin simulant) test 
methods , which differ mainly in the air velocity over the test samples. Each study will be presented in a separate 
section of this paper. 

Background 

Study 1. Comparison of Sweating Guarded Hot Plate and 
Upright Cup Methods of Measuring Water Vapor Permeability 

The water vapor permeability of clothing materials can be measured in a variety of ways. Two common methods 
are cup/dish tests and sweating hot plate devices. 

In general, the cup/dish methods are easy to perform and use simple and inexpensive equipment. Sweating hot 
plate methods require much more elaborate equipment and need much larger sample sizes. Sweating guarded hot 
plate measurements of moisture vapor permeability are often preferred over cup/dish methods since it is thought 
that the sweating guarded hot plate simulates the heat and mass transfer conditions of the human body fairly 
accurately. 
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The objective of the work presented here is to obtain an experimental correlation of these two methods using a 
wide variety of clothing materials. The materials include a variety of single layer woven and nonwoven fabrics, 
layered woven and nonwoven fabrics, and semipermeable membrane laminates from different manufacturers. 

The basic equation for diffusion of one substance through another is given by Pick's law 1: 

m= mass flux 

A= area 

m 
-= 

D(11c) D = diffusion coefficient 

A R !:::.c = concentration difference 

R = resistance to diffusion 

For most woven or nonwoven permeable clothing materials, the diffusion constant Din Pick's law is simply that 
of moisture vapor in air. The pathway of moisture vapor diffusion is through the air spaces in the fabric, and the 
measured resistance to water vapor transfer R is independent of the average water vapor concentration in the 
sample. The water vapor concentration in the sample is proportional to the average of the relative humidities on 
both sides of the sample. In most cases, the uptake of water by the textile fibers themselves can be ignored2 • 

Exceptions to this would be if excessive swelling offibers and yarns significantly reduces the free air volume within 
the fabric , or if one is interested in nonequiliblium water vapor transport, where the initial transport behavior is 
influenced by fiber water vapor absorption and desorption.3•4 

Figure 1. Diffusion Through Most Permeable Materials Is a Result of Mass Transfer Through Air Spaces. 

There should be good agreement between the relative ran kings of all water vapor permeability test methods for 
permeable clothing matelials. There should also be good correlations between the resistances measured by any 
water vapor permeability test method for these types of permeable clothing materials. 

Many so-called "semipermeable" membrane laminates also depend on moisture vapor diffusion through tiny 
interconnected pores in a membrane5·7. The polymers in these membranes are usually hydrophobic to prevent 
liquid water from wetting the surface and entering the pores. The measured resistances are again independent of 
the water vapor concentration in the membrane, and there is good correlation between the measurements done by 
different methods. Porous membrane laminates and woven and nonwoven permeable fabrics exhibit similar 
behavior, as shown in Figure 2. 
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Method2 

Good Correliltio11 Betwee11 
Dijjere11t Test Methods 

Method 1 

Measured Water Vapor Resista11ce is 
Independent ofConcentratwn in Membra11e 

Water Vapor 
Resistance 

R 

0'":--------
0 

Water Concentration in Membrane 
(Proportional to Average of Relative Humidity 

on Both Sides of Sample) 

Figure 2. Diffusion Behavior Dominated by Air Spaces in Fabric. 

There is a whole class of materials that cannot be assumed to have measured resistances independent of the water 
vapor concentration. These materials incorporate hydrophilic polymers to continuously coat fabrics or 
semipermeable membrane laminates8•11 • The resulting materials include a monolithic layer, yet still have high 
moisture vapor transport rates. 

The concentration dependence of the diffusion constant in high molecular weight polymers can be very 
pronounced12. Fick's law must be modified so that the expression for the diffusion constant becomes a function 
of the diffusant concentration: 

D=D0 {1+f{c)) , where c is average concentration of water in the membrane. 

In most moisture vapor permeability tests the concentration in the membrane is related to the relative humidity 
on both sides of the membrane. 

Fick's first law thus becomes: 
m D0 {1 + f(c)}(~c) 
-= 
A R 

Materials which incorporate hydrophilic membrnnes behave much differently than materials which depend only 
on transport through fixed air spaces, as shown in Figure 3. There is poor agreement between various test methods 
which do not produce similar water concentration levels in the material. The measured water vapor resistance of 
these materials is a function of the average relative humidity in the test. 
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Metlrod2 

Poor Co"elation Between 
Different Test Methods 

• 
0 • • 

• 0 • 
0 

0 

Metlwd 1 

Measured Water Vapor Resistance Varies 
With Concentration in Membrane 

Water Vapor 
Resistance 

R 

0 
Water Concentration in Membrane 

(Proportional to Average of Relative Humidity 
on Both Sides of Sample) 

Figure 3. Diffusion Behavior Influenced by Hydrophilic Membranes. 

This concentration-dependent diffusion behavior has been noticed in several studies, most notably by Oczevski 
and Dolhan13, and Farnworth, Lotens, and Wittgen14• The Farnworth, Lotens, and Wittgen study, in particular, 
nicely illustrates the differences between hydrophobic microporous films and monolithic hydrophilic films. 

Figure 4 is adapted from the Farnworth, Lotens and Wiltgen study. It illustrates that indeed there is a marked 
concentration dependence of the measured value of water vapor resistance for materials which incorporate 
nonporous hydrophilic polymers. 

1200 

800 

400 

0 

0 2 4 6 

Microporous Film + Hydrophilic Film+ Fabric 

Microporous Film+ Hydrophilic Film 
(not s~me hydrophilic film as above) 

Microporous Film (no hydrophilic component) 

Distance From Water Surface (111111) 

(Eqrlivalelltto Decreasi11g EquilibrirunlVater 
Concentration in tire Hydroplrilic Polymer Film) 

Figure 4. Variation in Water Vapor Resistance as a Function of Distance From Sample to Water Surface. 
(Adapted from Reference 14) 

Most textile materials should thus fall into two distinct classes. Materials which depend on diffusion of water vapor 
through air spaces should show good correlations between all moisture vapor transmission test methods. The 
measured water vapor resistance values should also be independent of the conditions used in the test. Materials 
which incorporate nonporous hydrophilic polymer films should show a poor correlation between different water 
vapor transmission test methods, and the measured water vapor resistance will be dependent upon test conditions 
such as relative humidity. 
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Methods and Materials 

Descriptions of the two types of water vapor permeability tests (cup/dish and sweating guarded hot plate) follow. 
These test methods are in routine use at the U.S. Army Natick Research, Development and Engineering Center 
(Natick). Descriptions of the various materials used for this study are also included in this section. 

ASTM E96-80, Procedure B, Upright Cup 

The American Society for Testing and Materials (ASTM) publishes stand<trd test methods for water vapor 
transmission properties of materials. The standard condition used most extensively at Natick is Procedure B -
Water Method at 23°C (73.4°F) of ASTM E96-8015• A schematic of th is test method is shown below. 

---:!:_-1~ ~==:;=--~ Air Velocity·· 2.8 m/sec (550 ftlmill) 

Fabric Sample 

Ill (.75 ill) Air Temperature -· 23 °C (73 °F) 

Humidity -- 50% r.h. 

Figure 5. Sample Arrangement for ASTM Method E96-80, Procedure B , 
Upright Cup Method for Determining Water Vapor Transmission of Materials. 

The reported quantity from this test is the Moisture Vapor Transmission Rate (MVTR), in g/m2/24 hr, which is 
determined from periodic weighings of the sample dish. Although the ASTM Method E96-80 calls for reporting 
units of g/m2/hr, it is standard practice at Natick to use the longer time period of 24 hours. 

This particular ASTM Method E96-80, Procedure B, although widely used, has some inherent problems. Most 
importantly, the still air layer between the fabric sample and the water surface has a high resistance to moisture 
vapor transmission. This sti ll air layer often has a hi gher water vapor resistance than the fabric itself. There are 
a variety of other methods, well documented in the literature, which are perhaps more appropriate for determining 
the water vapor resistance of textile materials. These methods may be found in references 16-23. The ASTM 
Method E96-80 is most suitable for materials which have high water vapor resistances. The ASTM Method E96-
80 continues to be used for tex tiles, however, because of its widespread acceptabili ty, convenience, and large 
existing database of previous results. 

The MVTR values generated with ASTM E96-80 Procedure B include the effect of the resistances of the air layers 
both above and below the sample. However, these resistances are not subtracted out in the reported data. It is 
desirable to determine the intrinsic properties of the textile material alone, by accounting for the existence of the 
air layers in some way. In order to accomplish this, it is possible to convert the MVTR values obtained from the 
ASTME96-80 test to water vapor resistance values, which arc independent of test condWons for porous materials. 
Resistance values are convenient since they may be added in series to determine the overall properties of layers 
of materials. 

The next two sections deal with establishing an upper limit for the MVTR values in the ASTME-96-80Procedure 
B test, and with developing a simple way to convert MVTR values to resistance units. 
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Limiting Moisture Vapor Transmission Rate Due to Still Air Layer in Cup 

The ASTM E96-80 Procedure B test includes a layer of still air under the fabric sample. This still air layer of 1.9 
em (0.75 inch) imposes an upper limit on the measurable moisture vapor transport rate. For fabrics that prevent 
significant air penetration into the cup, the air layers remain stagnant, and the limiting moisture vapor transmission 
rate as determined by this still air layer may be calculated. 

The air layer between the surface of the water and the fabric is thin enough so that convective mass transfer is 
suppressed. Convection at this temperature would not occur until the air layer thickness is appreciably greater than 
2 centimeters24• Mass transfer through this still air layer is assumed to proceed by pure diffusion. 

Diffusion through a stagnant air layer is well understood. The isothermal evaporation of water and diffusion 
through a stagnant air layer can be described by Stefan's law25, and is illustrated in Figure 6. 

X --------------------1·-----
2 

.01905 m 

~----p---~ 

Figure 6. Diffusion of Water Vapor Through a Stagnant Air Layer (adapted from Reference 25 ). 

m
101

at = -( DMwA )(-p )( dpw) 
R0T p- Pw dx 

mtotal = total mass flow of water vapor through air layer of thickness dx 

D =diffusion coefficient of water in air (0.256 cm2/sec) 
p =absolute air pressure (1.01326 x 105 N/m2) 

Mw = molecular weight of water (18 g/mole) 
A= area (m2) 

R0 =universal gas constant (8315 N-m/kg-mole-K) 
T= temperature in degrees K 
Pw = partial pressure of the water vapor 
p A = partial air pressure 
dx = air layer thickness 
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Stefan's law may be integrated to obtain the total mass flux of water between the water surface and the top of the 
cup: 

. =JPw1 -(DMwA)(-p )(dpw) mwlotal 
Pwi RoT p- Pw dx 

mw/otal = total water mass flux between water surface and top of cup 
x2-x1 = distance from water surface to top of cup (0.01905 m) 
Pwt =saturated water vapor pressure at water surface (0.0028366x106 N/m2) 

Pw2 = partial water vapor pressure at the top of the cup= <I>PwJ , 
where <1> is relative humidity (0.50), so pw2 = 0.0014183x106 N/m2 

PAt =p-pwl (9.848xl04 N/m2
) 

p A2 = p- Pw2 (9.99Ix 104 N/m2) 

mwtotal = (0.256 x i0-4 m
2 I sec )(1.013 x 10

5 
N I m2 

)(18 g/ mole) [In 9.99 x 104 N 1m2] 
m2 (296 K)(8315 N·m/kg·mole·K)(0.01905 m) 9.84x104 N/m 2 

mw,~a/ =1.425 x 10-5 kg/m2 /sec =1231 g/ m2 /24 hr 
m 

MVTR = 1230 g/m2/24 hr 

This is the highest moisture vapor transport rate possible (assuming still air conditions underneath the fabric) in 
the ASTM E96-80 Procedure B test. As will be shown later, the assumption of still air conditions is a good one 
for fabrics with low to moderate air permeability values. The still air assumption is not valid for fabrics with very 
high air permeability since the external air flow begins to penetrate through the fabric into the cup. 

Conversion ofMVTR Values to Resistance Units 

The moisture vapor transmission rate measured in the ASTM E96-80 Procedure B Method is a result of the sum 
of three resistances, as shown in Figure 7. 

~ d bl lloundmy Air Layer Resistance 

- dcq Intrinsic Fabric Resistance 

Figure 7. Three Resistances to Moisture Vapor Transfer in ASTM £96-80 Procedure B. 
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One can define the intrinsic resistance of the material in terms of the equivalent thickness of still air. This works 
well as long as the transport properties are dependent on diffusion of water vapor through air spaces in the material. 

Fick's law may be written as: 

dtotal = (~)D(L\c)A 

d10101 = total resistance of the system ( dsa + deq + dbr) in em of still air 

m = mass flu x of water vapor, g I sec 

D = diffusion coefficient of water vapor in air, em 2 1 sec 

L\c = concentration difference, g I em 3 

A= Area, cm2 

As noted by Fourt and Harris17, the concentration difference L\c can be obtained from the relat ion: 

L\c = L\pM.JRT = (2.89 x I 04 )(L\pl1) 

L\c =concentration difference {g/cm3) 

L\p =vapor pressure difference (mmHg) 
M

111 
=molecular weight of water (18 g/mole) 

R = gas constant 
T= absolute temperature (K) 

The equation for the inuinsic fabric resistance becomes for ASTM E96-80, Procedure B: 

The resistance of the still air layer underneath the fabric is found simply from its thickness in em, so for the ASTM 
E96-80, Procedure B: 

dsa=1.905 em. 

Finding the resistance of the outer air layer presents a more difficult problem. Turl16 determined the equivalent 
resistance as a function of air flow velocity, but the boundary layer thickness dbl is greatly affected by the flow 
conditions, which are not the same as in Turl's study. Because the ASTM E96-80 Procedure B method uses an 
air flow of 2.8 mlsec (550ft/min), the equivalent thickness of the outer boundary air layer should be quite small 
(less than 0.3 em). ll will not be accounted for explicitly, but is included in the value for deq· This outer boundary 
air layer resistance, which is highly sensitive to air veloci ty and direction, is an obvious source of data scatter. 
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For theASTM E96-80 ProcedureB test, the appropriate values for the variables in the equation for intrinsic fabric 
resistance are: 

D = 0.256 cm2/sec 
t:,.p = 10.65 mmHg 
T= 296 K 
d sn = 1.905 em 

The equation for the equivalent air resistance of the fabric alone can be expressed in terms of the measured MVTR 
and the air layer resistances as: 

d -( 2300) d 
eq- MVTR - sa or equivalently, d = ( 2300 ) - 1. 9 

eq MVTR 

de
9
:_ intrinsic fabric moisture vapor resistance, expressed in em of still air (includes boundary layer, db1) 

MVl'R =moisture vapor transmission rate, g/m2/24 hr, ASTM E96-80, Procedure B 

The intrinsic fabric resistance Rr may also be expressed in resistance units of sec/em through the relation: 

Sweating Guarded Hot Plate Method 

The general principles of a guarded hot plate apparatus may be found in Reference 26. The guarded hot plate 
measures thepowerrequired to maintain a flat isothermal area at a constant temperature. When the plate is covered 
with a test material, the amount of power required to maintain the plate at a given temperature can be related back 
to the dry thermal resistance of the test material. If the plate is saturated with water, then the amount of power 
required to maintain the plate at a given temperature is related to the rate at which water evaporates from the surface 
of the plate and diffuses through the material. 

Since this method must account for both heat and mass transfer effects, it is necessru·y to determine the dry thermal 
resistance of the material first. Then the plate is saturated with water and the material is tested again to determine 
its moisture vapor transmission properties. Figure 8 shows a schematicofthesweating guarded hot plate apparatus. 

Measurement Area 
. 0645 Iff 

Guard Area 
.1935 m2 

Air Velocity -- 2 mlsec 
Air Temperature-- 32.2 °C 

Air Humidity-- 75%-80% r.h . 
Fabric Sample 

~·:<!·~·:<::::::·~·:·::::·:·::<:·:·::=:·:·':':'·:·::~:~!. 0atu rated C e/fophane Film 

""" 

(prevents liquid water from 
wicking into fabric) 

Saturated Porous PU!te 
(Plate Temperature-- 35 °C) 

Figure 8. Sweating Guarded Hot Plate. 
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A general description of each of the two types of tests follows. 

Dry Thermal Resistance 

Dry thermal resistance is calculated by measuring the temperature difference between the surface of the heated 
measurement area of the guarded hot plate and the temperature of the ambient air away from the plate. It is this 
temperature difference which drives heat transfer through the fabric. The equation used for calculating the thermal 
resistance is: 

Rtotal 
A 

~~ate 
a U" 

Q 

A( Tplate - T air ) 
Rtotal = Q 

= Thermal resistivity of material plus the boundary air layer 
= Surface area of guarded plate measurement area 
= Temperature of the plate surface 
=Temperature of the ambient air 
= Power required to maintain a constant plate surface temperature 

The units used in this paper are : 

R10181 given in clo (clo is a unit of thermal resistance and is equal to 0.155 °C-m2/watt) 
A given in m2 

:J,Ia!e an~ Tair given in °C 
~ g1ven m watts 

The total thermal resistanceR total inc! udes the apparent thermal resistance of the boundary air layer above the fabric 
material surface. The thermal resistance of this boundary air layer can be measured by performing a test on the 
bare plate without a fabric sample. The value of R thus obtained for the bare plate is designated R0• 

R0 decreases as the air speed sweeping over the surface oft he guarded hot plate increases. Increased air movement 
reduces the thickness of the boundary air layer over the plate and enhances heat transfer. It is assumed that the 
boundary air layer over the bare plate is identical to the boundary air layer over the fabric. This assumption may 
introduce errors if the surface characteristics of the fabric are extremely different from those of the bare plate. The 
intrinsic thermal resistance Ri of the fabric may be obtained by subtracting out the thermal resistance of the 
overlying boundary air layer: 

R10131 is very sensitive to the effect of air speed, while R; should be much less sensitive and is more of an intrinsic 
material property. Ri may also be affected by wind penetration into or through the fabric, particularly for materials 
with high air permeability. This effect can become very important if the wind direction is perpendicular to the 
plate, or if there is an air space between the fabric and the plate. 
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Water Vapor Permeability 

Water vapor permeability of materials can be measured with a guarded hot plate by saturating the plate surface 
with water. The power required to maintain the surface at a given temperature is related to the rate at which water 
evaporates from the surface of the plate and diffuses through the material. The thermal resistance of the material 
to convective heat transfer must be known before it is possible to extract the vapor permeability coefficient. 
Woodcock27 developed a moisture vapor permeability index, known as j

111
, which serves as a very convenient 

relative measure of the moisture vapor permeability of materials. 

jill 

Riot a/ 
A 

~~ate 
OIT 

Q 
s 

{
(Q)(R,otai)} - (T - T. ) 

A plate mr 

=Moisture vapor permeability index 
=Thermal resistivity of the fabric plus the boundary air layer 
=Surface area of guarded plate measurement area 
= Temperature of the saturated plate surface 
=Temperature of the ambient air 
=Power required to maintain a constant saturated plate surface temperature 
= Lewis relation between evaporative mass transfer coefficient and convective 

heat transfer coefficient 
=Saturated water vapor pressure at the plate surface 
= Saturated water vapor pressure of the ambient air 
= Relative humidity of ambient air 

The units used in this paper are : 

R1otal given in clo 
A given in m2 

T late and Tair given in °C 
Q given in watts 
S given as 2.2 °C/mmHg 
p a and p s given in mmHg 
<1> given in fractional relative humidity (not %) 

The j
111 

value is a relative measure of the permeability of the material to the passage of water vapor. The j
111 

index 
should vary between 0 (for completely impermeable materials), and 1 (for completely permeable materials). In 
practice, the value of 1 as an upper limit is not approached until the wind speed over the plate becomes great enough 
to minimize the contribution of radiative heat transfer. 

The moisture vapor permeability index, i
111

, may be combined with the total dry thennal resistance, R
10 101

, to yield 
a quantity which takes into account both convective and evaporative heat transfer. In this study R101a1 is given in 
clo units, so the term becomes i,Jclo. The term i,,fclo provides a good ranking measure between materials if one 
is interested in materials which minimize the potential for heat stress. 
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The importance of the term i,,fclo is illustrated if the equations for dry heat transfer (Edry), and evaporative heat 
transfer (Eevap), are written: 

E.vaporarive (watts I m2
) = 14. 2(.!m._)(Llp) 

c/o 

Total Heat Transfer (watts I m ) = -- ( LlT) + 14.2 _ru._ ( Llp) 2 (6.45) ( i ) 
clo clo 

LlT =temperature difference, °C 
!lp =vapor pressure difference, mmHg 
clo = Rtotat in clo units 

The higher the value for i,,fclo, the easier it is for heat to be dissipated through the materials via both evaporative 
cooling and convective heat transfer. However, when the ambient humidity is high and wind speed is low, 
evaporative cooling becomes less important, and the dry thermal resistance (clo) is the most important property. 

Note that these values include the effects of the boundary air layeroverthesample. It is desirable to obtain intrinsic 
properties of the materials, such as intrinsic thermal resistance ru1d intrinsic water vapor resistance. Such a system 
of intrinsic units is available in the draft standard Germrut Deutsches Institut fiir Normung (DIN) Standard 54-
10128, and is also described in a NATO publication29. 

The intrinsic unit R., for fabric water vapor resistance can be found from the values of R10101 (clo) and i
111 

as shown 
below: 

R .. , =.0928{( I ) --( -
1
-)} 

im I clo i 1110 I Ro 

R et= intrinsic water vapor resistance, watt-m21mbar 
i1110 = bare plate im value 
R0 =bare plate thermal resistance, clo units 

This intrinsic resistance, Ret' is analogous to the intrinsic resistance obtained in the previous section on the ASTM 
E96-80, Procedure B, Upright Cup Method. 

A moisture vapor transmission rate may also be defined for the sweating guarded hot plate30• 

WVT= I 
( R,, + R,,o )( f:.J-1 vap) 
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=intrinsic water vapor resistance, watt-m2/mbar 
=water vapor resistance of boundary layer on bare plate, watt-m2/mbar 
= latent heat of vaporization at sweating guarded plate temperature (35°C) 
=.672 watt-hr/g 

WVT = water vapor transmission, g/m2-hr-mbar 

For a water vapor pressure difference !J.p between the plate surface and the ambient atmosphere, the MVTR as 
measured with the plate is given by: 

MVJRplate = (WVT)(24 hr)(!J.p) , in units of g/m2/24 hr 

The test conditions used in this study resulted in a !J.p of 17.7 mbar: 

MVJRpla/e = 424.8(WVT) 

In terms of i
11
,fclo, the moisture vapor transmission rate may be written as: 

MVJ'Rpla1e = 6806c~~) , in units of g/m2/24 hr 

Materials 

The materials chosen for this study can be divided into four classes: 1) Permeable, 2) Hydrophilic membrane 
laminates, 3) Hydrophobic membrane laminates, and 4) Impermeable. Many of these materials are under 
development for military applications and are not commercially available. Applicable military specification 
identifications for several standard fabrics are included in the references. Further information on many of the 
semipermeable membranes, such as manufacturer and physical property data, may be found in reference 7. 

Permeable Materials 

The permeable materials include both woven and nonwoven materials. Some of the materials are multilayer 
laminates either adhesively bonded or laid over the top of each other. 

Sample 
# 

1 
2 
3 
4 
5 
6 
7 
8 
9 
10 

Configuration 

Single Layer 
Single Layer 
Single Layer 
2 Layer Laminate 
2 Layer Laminate 
3 Layer Laminate 
2 Layers 
2 Layers 
2 Layers 
2 Layers 

Table 1. Permeable Materials 

Materials 

Water-Repellent Treated Nylon/Cotton Woven Fabric31 

Water-Repellen t Treated Nylon/Cotton Twill Woven Fabric32 

Nonwoven Fabric Coated with Activated Carbon, Scrim Backing 
Carbon-Loaded Polyurethane Foam Laminate (90 mil thick)33 

Carbon-Loaded Polyurethane Foam Laminate(50 mil thick) 
Kevlar® Shell, Activated Carbon Cloth, Nom ex® Liner Fabric 
Sample #1 and Sample #5 Combined 
Sample #2 and Sample #5 Combined 
Sample #I and Sample #4 Combined 
Sample #2 and Sample #4 Combined 
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Hydrophobic Membrane Laminates 

These materials, often termed "semipermeable" membranes, are made of a hydrophobic polymer containing tiny 
interconnected pores which allow water vapor to diffuse through the membrane. Most of these membranes have 
been laminated to a shell fabric, and are often also laminated to an inner liner fabric. 

Sample 
# 

11 

12 

13 

14 

15 

16 

17 

18 

19 

Table 2. Hydrophobic Membrane Laminates 

Configuration 

2 Layer Laminate 

2 Layer Laminate 

2 Layer Laminate 

3 Layer Laminate 

3 Layer Laminate 

3 Layer Laminate 

3 Layer Laminate 

3 Layer Laminate 

3 Layer Laminate 

Materials 

Nylon/Cotton Shell 
Plastolon® Membrane (polytetrafluoroethylene--PTFE) 

Nylon Taffeta Shell 
Tetratec® Membrane (PTFE) 

Nomex® Shell 
Em pore® Membrane (carbon-loaded PTFE) 

Nylon Taslan® Shell 
Plastolon® Membrane (PTFE) 
Nylon Tricot Knit Liner 

Nylon Taslan® Liner 
Celgard® 2500 Membrane (isotactic polypropylene) 
Nylon Tricot Knit Liner 

Nylon Taslan® Shell 
Repel® Membrane (acrylic fluoropolymer) 
Nylon Tricot Knit Liner 

Nomex® Shell 
Repel® Membrane (actylic fluoropolymer) 
Nylon Tricot Knit Liner 

Nylon/Cotton Shell 
Repel® Membrane (acrylic fluoropolymer) 
Nylon Tricot Knit Liner 

Nylon Taslan® Shell 
Em pore® Membrane (carbon-loaded PTFE) 
Nylon Tricot Knit Liner 
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Hydrophilic Membrane Laminates 

These membranes contain a monolithic hydrophilic polymer coating or layer. They may also contain a porous 
hydrophobic membrane as a support for the hydrophilic layer. 

Table 3. Hydrophilic Membrane Laminates 

Sample 
# 

20 

21 

22 

23 

24 

25 

26 

27 

Configuration 

2 Layer Laminate 

3 Layer Laminate 

3 Layer Laminate 

3 Layer Lam in ate 

3 Layer Laminate 

3 Layer Laminate 

3 Layer Laminate 

3 Layer Laminate 

Impermeable Material 

Materials 

Nomex® Shell 
Hyperm® Membrane (coextruded polyether/polyester) 

Taslan® Nylon Shell 
Thintech® Membrane (polyethylene/polyurethane) 
Nylon Tricot Knit Liner 

Nomex® Shell 
Sympatex® Membrane (co-polyether-polyester) 
Nomex® Jersey Knit Liner 

Taslan® Nylon Shell 
Sympatex® Membrane (co-polyether-polyester) 
Nylon Tricot Knit Liner 

Nomex® Shell 
Gore-Tex® 0 Membrane 
(PTFE/golyurethane/polyalkylene oxide) 
Nomex Jersey Knit 

Nom ex® III Shell 
Gore-Tex® II Membrane 
(PTFE/golyurethane/polyalkylene oxide) 
Nomex Jersey Knit 

Taslan® Nylon Shell 
Gore-Tex® 0 Membrane 
(PTFE/polyurethane/polyalkylene oxide) 
Nylon Tricot Knit Liner 

Taslan® Nvlon Shell 
Gore-Tex® II Membrane 
(PTFE/polyurethane/polyalkylene oxide) 
Nylon Tricot Knit Liner 

One impermeable material is included to illustrate the full range of material behavior. 

Sample 
# 

28 

Configuration 

Single Layer 

Table 4. Impermeable Material 

Materials 

Butyl-Coated Nylon Cloth34 
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Correlation of Upright Cup and Sweating Guarded Hot Plate 

A general correlation between the upright cup and the guarded sweating hot plate is shown in Figure 9. The two 
measurements shown are the Moisture Vapor Transmission Rate (for the upright cup method) and the i

11
,fclo values 

(for the sweating guarded hot plate). The additional upper horizontal axis shows the corresponding moisture vapor 
transmission rate calculated for the guarded sweating hot plate. 

MVTRplote (g/m2/24 hr) 

1500 ° 0.5x104 l.Oxl04 1.5x104 

/ 
Sample#S 

/ 
, /' 

Bare Plate and 
No Sample in Cup .. 

0 Permeable 

0 Hydrophobic 

• • •• • 
• Hydrophilic 
181 Impermeable 

2 3 
i,JClo 

Figure 9. Experimental Correlation Between ASTM Method E96-80, Procedure B , 
and Guarded Sweating Hot Plate. 

It is clear that there is a fairly good correlation between the two test methods for materials whose properties depend 
on water vapor diffusion through air passages in the structure. Nearly all the permeable and hydrophobic 
membrane laminates lie within the 95% confidence limits shown in Figure 9. The lone exception is Sample #5, 
which has an anomalously high MVTR value. It will be shown later that the very high air permeability of this 
particular material allows the 550ft/min air flow over the cup to begin penetrating through the fabric into the cup, 
disturbing the still air diffusion conditions, and enhancing the moisture vapor transfer rate. 

Figure 9 also shows that all the hydrophilic membrane laminates show no correlation between the two test methods. 
The hydrophilic materials exhibit much better water vapor transmission properties in the sweating guarded hot 
plate test than they do in the upright cup test. As discussed in the Background section of this paper, the test 
conditions in the guarded sweating hot plate test result in a much higher equilibrium water content in the 
hydrophilic polymer layer, which changes the polymer's permeability, greatly increasing the water vapor transport 
rate through the membrane. 

The quantities shown in Figure 9 are both essentia lly measurements of the mass flux of water vapor which passes 
through the material. Both the MVTR values and the i

11
,fclo values include the various air layer resistances present 

in the two tests. · 
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The Methods section derived relations which allow the intrinsic water vapor resistance to be calculated from MVIR 
and i

11
/ clo measurements. Intrinsic fabric water vapor resistances are convenient since they may be added in series 

to determine the overall resistance of combined layers of fabrics, using only the measured resistances of the 
individual layers. The intrinsic water vapor resistance of a material is also closer to being a fundamental material 
property than quantities such as MVFR or i,Jclo, which ru·e both highly dependent on the test condi tions. 

There should also be a direct linear correlation between the intrinsic fabric resistances as measured by the two 
methods, except for materials with concentration-dependent diffusion constants. Intrinsic fabric water vapor 
resistances calculated from the results of the two test methods are shown in Figure 10. 

4 
j 15 

= 0 Permeable ....-. 
·a 0 Hydrophobic E 
"' ~ ..... 
0 • • Hydrophilic 3 "' E '-' 
(.) <!) 
'-' (.) 

<!) •• 10 ~ (.) 

§ - "' - ·v; 
.~ • <!) 

"' 2 P::: 
<!) • (.) P::: • - ·c:: 
·= -- -- .0 
<: • - -- If -...... - .!:a c:: - 5 <!) "' c;; c:: 
> 1 'Ei ·s c:: 
0" -U.l P::: .... 

.,. -" "0 

0 0 
0 .05 .10 .15 .20 .25 

Ret Intrinsic Water Vapor Resistance (m2-mbar/watt) 

Figure 10. Correlation of Intrinsic Water Vapor Resistance Values for ASTM Method £96-80, Procedure B, 
and Guarded Sweating Hot Plate. 

The measured intrinsic water vapor resistances correlate in a linear fashion for the permeable and hydrophobic 
membrane laminates. Again, the hydrophilic membrane laminates show a much lower resistance to water vapor 
transport in the guarded sweating hot plate apparatus, due to the much greater water concentration in the 
hydrophilic polymer layer. 

Figures 9 and 10 indicate that the ASTM E96-80, Procedure B upright cup method is adequate for screening most 
materials dependent upon water vapor diffusing through the air spaces in their structure. However, the upright 
cup method gives anomalous results for materials which incorporate monoli thic hydrophilic polymer layers, and 
for materials with high air permeability. Both cases are discussed in the next two sections. 
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Effect of High Air Permeability on ASTM E96-80, Procedure B Measurements 

Materials with high air permeability may allow the external air flow to penetrate through the sample and disturb 
the still air layer between the water surface and the sample. Whether penetration occurs is not just a function of 
air permeability, but also depends on factors such as average diameter of the pores, the material's thickness, and 
the tortuosity of the passages through the material. Some of these effects are shown schematically in Figure 11. 

Thick Material 

Tortuous 
Small Diameter 

Passages 

Air Flow 

• ¢ 

No Disturbance 
of Still Air Layer 

Air Flow 
• ¢ 

Disturbance of Still Air 
Layer Undemeath Fabric 

Thin Material 

Straight 
Large Diameter 

Passages 

Figure 11 . Factors l ii]Tuencing Anomalous MVTR Values for Two Materials with Identical Air Permeability. 

The disturbance of the still air layer means that the nature of the test has chan ged. Since the upper limit of MVTR 
allowed by the still air layer is approximately 1200 g/m2/24 hr in the ASTM E96-80, Procedure B test, it's clear 
that the resistance of the air layer within the cup is changing in some undefined way. In fact, if one calculates the 
intrinsic fabric resistance (deq or R1) of sample #5, it turns out to be a negative number, which is clearly 
unreasonable. 

Sample #5, which exhibited this type of behavior, was also tested in combination with two different cover fabrics 
(samples #7 and #8). The cover fabrics eliminated the air penetration into the still air layer, and the results for 
samples #7 and #8 fall onto the expected curves in Figures 9 and 10. If Sample #5 really did have some 
fundamentally different water vapor transport mechanism, it would also be evident in the results for samples #7 
and #8. 

Materials with ASTM E96-80,Procedure B, MVTR values greater than 1200 g/m2/24 hr should be regarded with 
skepticism. Such high values indicate air flow penetration into the still air layer under the fabric, making it difficult 
to compare results between different materials, since intrinsic fabric properties are no longer being measured. 
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ASTM E96-80, Procedure BW, IQverted Water Method 

The deficiencies of the upright cup method for hydrophilic membranes have been recognized for some time. An 
alternate procedure BW in ASTM E96-80 inverts the cup so that the water is in direct contact with the sample. 
A schematic of Procedure BW is given in Figure 12. 

Air Temperature •• 23 oc (73 °F) 

Humidity·· 50% r.h. 

Fabric Sample 

Air Velocity-- 2.8 mlsec (550 ftlmin) 

Figure 12. ASTM £96-80 , Procedure BW, Inverted Wat er Method. 

Procedure BW results in a much higher equilibrium water content in the hydrophilic polymer layer. The diffusion 
constant changes, dramatically lowering the measured water vapor resistance. In addition, the still air layer 
resistance underneath the fabric is eliminated. 

The intrinsic fabric water vapor resistance deq can be calculated for both Procedure B and BW and plotted as a 
function of distance from the water surface. 

Procedure B 
(Upright Cup) 

""' 
10.0 

Gore-Tex Laminate .... v 7.5 
(Hydrophilic) . ..- · -·<:;.::~....8 

\. ·····</·,... Procedure BW ,. ,..... 
(Inverted Cup) , .. ··:·;:,·::..-· \ 5.0 

I 
,. -:-~·:';.;:- Thin tech ~~rninate 

.. ~ ::::::-:..-- (Hydrophilic) 
·::---· 
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Figure 13. Water Vapor Resistances Derived from ASTM £96-80, 
Procedures Band BW Moisture Vapor Transmission Rates. 
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This figure is essentially identical to Figure 4, which shows results from the Farnworth, Lotens, and Wittgen 
study14• The hydrophobic membrane's properties change very little between Procedure Band BW. The resistance 
values of the two hydrophilic membrane laminates, which are approximately the same as the hydrophobic 
membrane in Procedure BW, become four times larger when measured under the conditions present in Procedure 
B. Note that neither Procedure B or BW is representative of actual use conditions. Procedure B tests hydrophilic 
membranes in fairly dry conditions, which makes them look disproportionately poor compared to other materials. 
Procedure BW tests the membrane in contact with liquid water and under a pressure head due to the weightofwater 
in the cup. Procedure BW tends to make the hydrophilic membranes look a liUle better than they really are, since 
actual use conditions do not allow liquid water under pressure to come in contact with the inner surface of clothing. 

Evaluation and Ranking Techniques for Hydrophilic Membrane Laminates 

Minimum moisture vapor transmission rates (ASTM E96-80, Procedures B and BW) are incorporated into the 
military specifications for components of several U.S. Army uniforms and equipment systems35-39 which include 
semipermeable membranes. These measurements arc used for quality control purposes. The two measurements 
give a good indication if a particular lot of material will provide equivalent water vapor permeability as compared 
to another lot of material. 

For many materials, ASTM E96-80, Procedure B and BW, will also be sufficient to rank the water vapor 
permeability of new candidate materials with respect to standard materials used in present uniform and equipment 
items. Procedures Band BW represent the two environmental extremes for semipermeable membrane laminates, 
particularly for monolithic hydrophilic membranes. Procedure BW, the inverted cup method, represents the 
condition of having a high average water concentration in the membrane. Procedure B, the upright cup method, 
represents the condition of a low average water concentration in the membrane. 

As long as one semipermeable membrane laminate exhibits a higher MVTR in QQ1h the inverted and upright cup 
tests, it is safe to say that the material will have a higher moisture vapor permeability over the range of actual use 
conditions present in a clothing system. 

Unfortunately, when materials are compared to each other using both Procedure Band BW ,the ranking of materials 
can flip-flop. That is, a material with the higher MVTR in the inverted cup can have the lowest MVTR in the upright 
cup test. One must then decide which test is more representative of actual field use conditions, or whether another 
test condition would be more representative of actual field use conditions. 

Figure 14 illustrates how the degree of concentration dependence of the water vapor resistance of a semipermeable 
membrane can complicate the evaluation or ranking of one material compared to another. Figure 14 shows the 
intrinsic water vapor resistance as a function of distance from the water surface for three different semipermeable 
membranes. 
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Figure 14. Variation of Water Vapor Resistance with Average Water Concellfration in Membrane. 

It's clear that thechoiceoftestconditions can greatly influence therankings of candidate materials. At the extreme 
of high membrane water concentration, hydrophilic membrane A has the lowest water vapor resistance and would 
appear to have the best water vapor transport properties. At the other extreme of low membrane water 
concentration, hydrophobic membrane C appears to be much better than the other materials, and hydrophilic 
membrane A is clearly the worst performing material. At moderate membrane water concentration levels, which 
are more representative of conditions which might be found in a clothing system, one could pick test conditions 
such that either membrane A or Cis rated superior, and the relative ranking of membranes A and B can reverse 
depending on which test conditions are used. 

In the case illustrated by Figure 14, it would be prudent to evaluate and rank the water vapor permeability of 
candidate membrane laminates on a device such as a guarded sweating hot plate, which more accurately simulates 
the heat and mass transfer conditions present for the skin/clothing system. The use of ASTM E96-80, Procedures 
Band BW, to evaluate and rank semipermeable membrane laminates against each other would be justified only 
if one material consistently exhibits higher water vapor permeability in both Procedure Band Procedure BW. 
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Comments on Multilayer Clothing Systems Incorporating Hydrophilic Membranes 

The water vapor transport behavior of hydrophilic membrane laminates is highly dependent on the water 
concentration in the membrane. This means the effectiveness of the membrane is influenced by both the 
microclimate underneath clothing and the environment outside the clothing system. The extremes in microclimate 
underneath the clothing are: 1) a low human work rate where little sweat is being produced and the humidity is 
about the same as the outside environment, and 2) a high human work rate, where a large amount of sweat is being 
produced and the water vapor pressure underneath the clothing approaches saturation vapor pressure. The 
extremes of the outside environment are simply low or high ambient humidity. The temperature differences 
between the skin and the outside air, and condensation/accumulation of sweat in clothing layers are complicating 
factors that will not be addressed here. 

The intrinsic water vapor resistance of permeable materials and hydrophobic membrane laminates would not be 
affected much by the ambient humidity or human sweating rate. In contrast, the intrinsic water vapor resistance 
of monolithic hydrophilic membrane laminates would be affected by both ambient humidity and the human 
sweating rate, i.e. the average water concentration in the hydrophilic membrane. This difference between the two 
classes of materials is illustrated schematically in Figure 15. 

Hydrophobic Membrane Laminate Hydrophilic Membrane Laminate 

Water Vapor Resista11ce 
-------- Equivate11t for B oth 

High a11d Low Sweati11g Rules 

~ Lo .. S•" ""' Rot< 
(Low Humidity V 11der Clothi11g) 

---- High S weaJi11g Rat e 
(High Humidity V 11der Clothi11g) 

o ~-------
o~...... ______ _ 

o 100 0 100 
Ambie11t Humidity Ambien t Humidity 

Figure 15. Water Vapor Resistance of Hydrophilic Membrane Laminates 
Depends on Ambient Humidity and Human Sweating Rate 

The main point of Figure 15 is that the water vapor transport behav ior of hydrophilic semipermeable membranes 
is greatly influenced by theamountofwaterdissolved in them. The moisture vapor transmission rate of hydrophilic 
membranes "adapts" to use conditions. That is, the intrinsic water vapor resistance of these materials decreases 
under precisely those conditions where increased water vapor tJansport is desired: high human sweating rates and/ 
or high ambient humidity. 

The water vapor resistance of a multilayer hydrophilic clothing system may also be altered by changing the 
configmation of the layers. If a hydrophilic membrane laminate is incorporated in the inner layer as opposed to 
the outer layer of a clothing system, the equilibrium water concentration of the hydrophilic layer will again be 
dependent on the relative humidity it is exposed to. This is illustrated in Figure 16, where it is assumed that the 
microclimate next to the skin is saturated due to sweat production at high human work rates. 
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Figure 16. Placement of Hydrophilic Membrane Laminate Affects Water Vapor Resistance 
of Multilayer Clothing System (High Human Sweating Rate Assumed). 

If the hydrophilic polymer layer is next to the skin, water vapor is concentrated within the clothing, and the 
membrane has a higher equilibrium water content than if it was the outermost layer and exposed to a low ambient 
humidity. At conditions of high humidity, the relative difference between the performance of the hydrophilic 
membranes incorporated into the outermost layer versus the innermost layer becomes much less important. 

The above discussion ignores many im portant factors, such as the role of temperature differences within the 
clothing system, and the condensation/accumulation of sweat in various clothing layers. A numerical model 
developed by Famworth40 was successful in modeling both heat and water vapor transfer through multilayer 
clothing systems while taking into account all the complicating factors just mentioned. Although the model did 
not incorporate concentration-dependent water vapor resistances, the system of equations is amenable to 
incorporating such a modification. The importance of factors such as configuration to the performance of a 
multilayer clothing system incorporating hydrophilic membrane laminates could be assessed with Farnworth's 
modified model. 

Background 

Study 2. Influence of Air Permeability on Heat and Water Vapor Transfer 
Through Permeable Materials 

Most laboratory test methods for measuring heat ru1d mass transfer properties of clothing materials produce little 
air flow through the fabric. These test methods measure the rate at which heat or water vapor diffuses through 
the material unassisted by any significant air flow penetration through the sample. When air flow through the fabric 
does occur, both the measured heal and mass transfer increase greatly. 
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Air flow past a human body and penetration through permeable layers of a clothing system are highly dependent 
on body geometry, air velocity, and spacing between the layers of the clothing system. The most successful efforts 
to determine the interaction between fabric air permeability and heat transfer properties have focused on 
cylindrical test devices such as those used by Fonseca and Breckenridge41 and Lamb and Yoneda42• Their studies 
illustrate the extremely complicated interactions between air speed, fabric air permeability, and cylinder size and 
geometry. The modeling of Lamb and Yoneda42 and Stuart and Denby43 also approximate the human body as 
cylinders of various sizes covered by fabric with an air space between the. cylinder surface and the covering. 
Although cylindrical geometries are most appropriate for studies of this type, a qualitative assessment of the 
interplay between fabric air permeability and thermal properties is obtained by using the simpler guarded hotplate 
apparatus. 

Methods and Materials 

The materials shown previously in Table I and Table 4 were used for the air permeability study. The Frazier air 
permeability44 of these materials ranged from 0 ft3/min/ft2 to 170 ft3/min/ft2• 

Each material was tested on both the dry and sweating guarded hot plate under three separate test conditions. The 
three test conditions approximated actual use conditions which might be present in a typical clothing system, and 
are show.n in Figure 17. 

Fabric Sample
G11arded Hot Plate-

Natural Convection Tangential Air Flow 
2.0 m/sec 

Perpendicular Air Flow 
2.5 m/sec 

l:·:·:·:·.·=·:·:·.·.·.·:•.·!·:.:·:·:·:-:·:·::·:·:·:·:·:·:·:·:·:·:·:·:·:·:·:·:·:·.·:·:·:·:1 

1.0 em Air Space 

Figure 17. Three Test Conditions for Assessing Influence of Frazier Air Permeability Values on 
Thermal and Evaporative Resistance of Permeable Fabrics 

The test condition expected to show the greatest effect due to air permeability is where an air space is included 
under the fabric, which allows the perpendicular air flow to penetrate through the fabric and enhance heat and mass 
transfer from the guarded hot plate surface. For this test condition, the apparatus was modified to seal the edges 
of the fabric both at the guard heater perimeter and measurement heater section perimeter, as well as to prevent 
the fabric from sagging into the air space. 

The approach of including an air space between the guarded hot plnte and the fabric has also been used by Niven45 

and Hatch, et. al.46, to study the influence of air penetration on measured thermal properties. This study extends 
the method to a wider variety of fabric types which have a greater range of air permeability values. 
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Results and Discussion 

The i
01 

index for the test materials is shown for each of the three test conditions in Figure 18. 
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Figure 18. Influence of Frazier Air Permeability on i
111

fndex of Fabrics 
Measured Under Three Air Flow Conditions 
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Figure 18 shows that the test condition which includes perpendicular air flow onto fabric suspended above the 
heated plate shows the highest i

01 
index. The relative difference between the two test conditions which include 

no air space between the fabric and the plate is due entirely to the boundary air layer resistance, which is included 
in the i

01 
index. If the thermal and water vapor resistance of the boundary air layer is accounted for, the intrinsic 

water vapor resistance curves for the tangential air flow and natural convection test conditions are identicaL 

Figure 18 also shows that changing air permeability has the most effect on measured i 
11 

values for fabrics with 
Frazier air permeability between 0 and 50 ft3/min/ft2. Above the value of 50 ft3/min/ft2 the fabrics are so open 
that they all begin to approach the thermal and water vapor resistance values of their respective boundary air layers. 

The influence of fabric air permeability on fabric intrinsic thermal resistance (Ret) and intrinsic water vapor 
resistance (Ret) may be illustrated by subtracting out the resistances of the external air boundary layer for each 
material. For the perpendicular air flow/air space test condition, the intrinsic resistances also include the resistance 
of the air layer underneath the fabric. As the fabric air permeability increases, more air penetrates through the 
fabric, which increases the forced convection heat transfer through the air layer. The other two test conditions 
do not include an air space so they are relatively unaffected by air flow penetration through their structure. 

204 



GIBSON 

The air flow penetration through the fabric to the underlying air space can be illustrated by calculating the 
difference between the perpendicular flow/air space conditions and the other two conditions where: 

Relative Difference in Measured Intrinsic Resistance (Ret or Ret)= .1R = R3-R1 2 

R3 (i or et) = measured intrinsic resistance, perpendicular air flow/air space test condition 
R1 (i or et) = measured intrinsic resistance, natural convection test condition 
~ (i or et) = measured intrinsic resistance, tangential air flow test condition 

If the quantity .1R is plotted versus Frazier air permeability it is noticed that the thicker fabrics and fabric 
combinations are displaced quite a bit from the general experimental data curve. A variety of analytical functions 
relating air permeability to fabric structural parameters such as thickness, contained in references 2 and 47, were 
examined to attempt to reduce this data scatter. It was found that si mply using the quantity (Air 
Permeability)x(Thickness) worked just about as well as any of the more complicated relations in reducing data 
scatter (although the data are still~ scattered). No simple explanation for the success of the quantity (Air 
Permeability)x(Thickness) is available. In fact, if thickness were independent of air permeability (which it's not) 
one would expect AR to be proportional to air permeability~ by thickness. 

The relative difference in measured intrinsic resistance is shown in Figures 19 and 20. 
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Figure 19. Relative Difference in Measured Intrinsic Thermal Resistance of Fabric/Air Space Combination 
Due to Penetration of Air Flow Through the Fabric 
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Figure 20. Relative Difference in Measured Intrinsic Water Vapor Resistance of Fabric/Air Space 
Combination Due to Penetration of Air Flow Through the Fabric 

Figures 19 and 20 show that air penetration through the fabric is greatly increased by including an air space between 
the fabric and the heated plate surface. Figure 19 includes data for an impermeable fabric, which illustrates the 
highest thermal resistance of the still air layer, undisturbed by air penetration, which is gradually reduced as fabric 
air permeability increases. The impermeable data points are not shown on Figure 20, since an evaporation/ 
condensation/dripping cycle occurred with the impermeable fabric. 

The perpendicular air flow was 2.5 m/sec (5.6 miles/hour). If a higher air flow velocity had been used, then it is 
possible that the t.R for many of the highly permeable fabrics could have been less than zero, since the increasing 
air motion in the underlying air layer will greatly enhance heat and mass transfer from the plate, and the intrinsic 
resistance of the fabric itself will become very small due to the high air flow through the fabric. 

There are a great many combinations of air flow conditions and fabric/plate spacings which could be examined 
to explore some of these effects. However, this would probably not be worth the effort since geometric effects 
are so important to studies of this type. The effects of air permeability on heat and water vapor transfer are more 
appropriately studied using cylindrical test devices or thermal mannikins. Some of the qualitative observations 
made in this study are useful for questions concerning the effect of air flow velocity on guarded hot plate 
measurements, which is discussed in the next section. 
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Study 3. Comparative Study of Hea't Transfer and Water Vapor Permeability at Three Laboratories 

Three organizations on-site at Natick routinely determine the thermal properties of materials in the laboratory. 
These organizations are the Individual Protection Directorate (IPD) of Natick, the U.S . Army Research Institute 
of Environmental Medicine (USARIEM), and the U.S. Navy Clothing and Textile Research Facility (NCTRF). 
All three organizations determine the thermal and water vapor transport properties of materials and evaluate these 
materials for their intended use. 

Each facility conducts laboratory tests based on the same concepts and principles, but which differ in the actual 
test conditions. Occasionally the need arises to compare materials tested at one laboratory with materials tested 
at another facility. Because of the differences in test procedures among the three laboratories, this comparison 
can be very difficult. 

The intent of this study was not to standardize test procedures, although that may come about at some point, but 
rather to observe how the differences in standard practice at each laboratory influence material property results 
obtained with these -test methods. Further information on individual test methods is available in reference 48. 

Materials 

Each laboratory was asked to determine the thermal and water vapor transport properties oftwo different materials. 
Three samples of each material were provided. 

The first material was a nylon/cotton blend fabric used in the U.S. Army's Battle Dress Uniform49. This material 
is a 50% nylon, 50% cotton fabric printed with a Woodland camouflage pattern. 

The second material was a carbon-impregnated polyurethane foam, which is used as the inner liner of the Battle 
Dress Overgarment33 (BDO). It is composed of a nylon tricot knit fabric laminated together with a polyurethane 
foam, which incorporates activated carbon pw·ticles in an acrylic binder for chemical agent adsorption. 

Methods 

Each facility uses a guarded hot plate apparatus to determine dry thermal resistance and water vapor permeability 
of materials. The most important difference between the test methods used by IPD, NCTRF, and USARIEM is 
the velocity of the air flowing over the guarded hot plate. NCTRF conducts both dry thermal resistance and water 
vapor permeability testing according to air flow conditions as set forth in ASTM Method D-151826. USARIEM 
and IPD normally conduct tests where the air flow rate is much higher than called for in the ASTM standard. It 
should be noted that the ASTM standard applies only to dry thermal testing and that there is no ASTM standard 
for this type of water vapor permeability testing. USARIEM tests are conducted according to draft DIN Standard 
54-10128, using the Hohenstein Skin Model, which has become the standru·d sweating gumded hot plate apparatus 
used in Europe. 

To provide a full range of test conditions IPD repeated all the thermal tests under conditions of natural convection, 
where there was no air flow over the plate. This provided a wide range of air flow velocities. 
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Bare Plate Results 

Each laboratory tests materials under different air flow conditions. As the air velocity over the plate increases, 
the evaporation rate from the plate surface also increases, until the im value approaches the limiting value of 1.0 
for high air flow velocities. This effect of air velocity on the measured value of im is well known, and agrees with 
data obtained by Woodcock during the original development of the concept of the im index. Figure 21 shows data 
obtained by Woodcock27 plotted along with the data from the three laborntories. The variation in im with wind 
speed is due to radiative heat transfer, which becomes an appreciable portion of the total heat transfer at very low 
air speeds, when the thermal and mass transferresistance of the boundary air layer greatly increases. The variation 
in im with wind speed is not due to changes in the Lewis relationS, although Spencer-Smith50 proposed thatS does 
show a slight dependence on both wind speed and the geometry of the heated isothermal surface. 
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Figure 21. Bare Plate i
111 

as a Function of Air Velocity, Including Woodcock's Data 

The equation for i
111

, as developed by Woodcock, incorporates the Lewis relationS, which is the relation between 
the coefficients of convective heat transfer and evaporative heat transfer. This relation is very useful since for air 
and water the Lewis relation remains essentially constant as long as atmospheric pressure remains the same. The 
validity of the Lewis relation is based on the Chilton-Colburne analogy between heat transfer and mass transfer51• 

Because both convective heat transfer and evaporative heat transfer develop similar gradient profiles, one can infer 
diffusion parameters from measured convective coefficients52. Since it is oflen easier to measure heat transfer 
coefficients than diffusion coefficients, this approach is commonly used to obtain diffusion properties. Furthermore, 
it has been found that if the Lewis number (Le) is close to 1.0, then the convective behavior and diffusive behavior 
are essentially identical for a wide range of conditions53. 
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Note that the Lewis number (Le) is not the same as the Lewis relation (S). The Lewis number is a dimensionless 
group similar to the Reynolds number or Prandtl number. The Lewis number relates the thermal diffusivity o. to 
the diffusion coefficient D: 

a 
Le =-

D 

For air at 35°C, the thermal diffusivity54 o. "' 0.22 cm2/sec, and the diffusion coefficient of water vapor in air55 

D"' 0.26 cm2/sec. Thus Le "'1, and the temperature and water vapor concentration profiles are identical. 

The actual value of the Lewis relation S has been shown analytically56 and experimentally57 to be about 2.2 °C/ 
mmHg. An example calculation of the Lewis relationS is shown below. 

The Lewis relationS is the ratio of the convective heat transfer coefficient he and the mass transfer coefficient hill. 
The Lewis relation S can also be shown to be defined by58: 

S = _c = pc ___!!_ h (s )2

'

3 

hm r Pr 

p = density of air 
c = heat capacity of air 
S~ =Schmidt number of water vapor diffusing in air 
Pr = Prandtl number of air 

For an air temperature of 65 °F, Sc is 0.6, Pr is 0.7, pis 0.0756 lb/ft3, and c is 0.24 Btu/lb-°F; this yields a value 
of approximately 12.6 pSi/°F (or 2.2 °C/mmHg) for the Lewis relationS. P 

The same relations that apply to the ratio between convective and evaporative heat transfer from the flat saturated 
guarded hot plate also apply to a wet-bulb thermometer. Experimentally it is known that the temperature 
depression of a wet-bulb thermometer is constnnt over a wide ra11ge of air velocities once a certain critical air 
velocity is reached. Normally, the air speed over the wet bulb is recommended to be not less than 3.5 to 4 meters/ 
second59. Below this critical air velocity the bulb configumtion and air velocity begin to affect the reading60. 

The reason for the inaccuracy of wet-bulb thermometers at the low air velocities is that the Lewis relation neglects 
radiative heat transfer. At very low air velocities, or under natural convection conditions, the proportion of heat 
lost by radiation is a significant fraction of the totnl heat loss or gain. 

When there is no air movement over the gunrded hot plate, both heat and mass transfer proceed by natural 
convection. As the air flow rate across the plate increases, the boundary layers over the plate become thinner, and 
the temperature and concentration gradients through the lnyers increase. Finally, a point is reached where the heat 
loss due to radiation can be neglected since it is so small in comparison to the convective and evaporative losses. 
This behavior is apparent in the bare plnte results obta ined by each laboratory, as illustrated in Figure 21. The 
iru value steadily rises from a value of0.5 under natural convection conditions, until illl approaches its theoretical 
value of 1.0 at 2 meters/second air velocity. 

ltshouldalso be clear that the i
111 

value for the bru·e plate can only approach 1.0, since there will always be a radiative 
component of heat loss from the plate. 
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Figure 21 also provides justification for perfonning water vapor permeability testing with a significant air velocity 
across the plate. The purpose of the guarded hot plate testing is to rank materials with respect to their intrinsic 
thennal properties. Tests which are perfonned under natural convection conditions, or at very low air speeds, are 
mostly measuring the properties of the boundary air layer over the plate. The fabric properties are usually a small 
portion of the total resistance to heat and vapor transfer at low air speeds. Testing at higher air speeds can also 
help distinguish between similar materials, since the range of the measurement is expanded. 

In addition, at low air speeds, the radiative heat loss becomes more important. Differences in the emissivity of 
two fabrics may lead to a large difference in total heat transfer due not to higher permeability, but due to the fact 
that one fabric may simply be of a different color (different emissivity). Testing at high air velocities minimizes 
the contribution of radiant heat loss to the guarded hot plate measurement. 

Besides the differences in air flow velocity over the guarded hot plate, each laboratory also tests at different plate 
temperatures and ambient humidities. These variables have little effect on measured im values. Giblo61 showed 
that the measured bare plate im value does not change nppreciably over a wide range of temperature and humidity 
conditions as long as the air flow conditions remain the same. Unpublished data from IPD for a narrower range 
of conditions also show no change in bare plnte im values as the plate temperature, air temperature, and the air 
relative humidity are varied. 

Fabric Results 

The influence of air flow velocity over the guarded hot plate upon measured fabric properties becomes clear if 
the data from each lab are plotted as a function of air flow. Figures 22 and 23 show the i

111 
and i

0
Jclo values obtained 

for the two materials as a function of air velocity over the guarded hot plate . 
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Figure 22. Water Vapor Permeability Index of the Baffle Dress Uniform Fabric and the 
Chemical Protective Foam Determined Under Several Air Flow Conditions 
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Chemical Protective Foam Determined Under Several Air Flow Conditions 

The two materials follow the same trends as the bare plate results. The normal test procedures for all three 
laboratories show that the BDU fabric has better water vapor transmission characteristics (i,) and more potential 
for heat stress reduction (i

01
/clo) than the CP foam . For the still air condition only, the relative i

01 
ranking between 

the two materials is reversed, although it is also clear from Figure 22 that the still air i
01 

values for these two materials 
are essentially identical. It is also interesting to note that the relative differences between materials are much more 
pronounced at the higher air flow velocities. This makes distinguishing differences between materials much easier, 
which is, after all, the reason for performing guarded hot plate tests in the first place. 

The slope of the regression-fit line for each material differs. This variation is in line with previous experience 
obtained with thermal heated mannikins, which shows that thermal properties of different clothing ensembles are 
proportional to different powers of the air velocity62. 

Unfortunately, the different slope of the regression lines for each material means that it is not possible to normalize 
data from the three laboratories based on a simple correction factor. It is encouraging that even though the BDU 
fabric and the CP foam mat~rial are very different in com posit ion and structure, they seem to follow the same trend. 
One should be able to estimate the proper slope for a differen t material and be able to determine the properties 
which would be measured at each laboratory, given the results generated at another laboratory. 
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Variability of Intrinsic Fabr·ic Properties 

The measurements of i
01 

and i,Jclo include the boundary air layer above the plate. This makes direct comparison 
of the values reported by IPD, USARIEM, and NCTRFdifficult. It is easier to compare the true variability of results 
by subtracting out the influence of the air layer and comparing the intrinsic properties of the materials. 

Figures 24 and 25 show the calculated values for Ret and Ret plotted along with the sample coefficient of variance 
(error bars) for each laboratory. The error bars were calculated based on the three samples of each material supplied 
to each laboratory. A reference line which shows the average value calculated using the data from all four test 
conditions is also shown on these figures. Each laboratory has a comparable sample-to-sample variability. The 
repeatability of measurement is excellent for the normal test procedures of the three laboratories . 

. 10 .-.-~--~---.--~----~--~--~--------~--~.-• 

. 08 

Chemical Protective Foam 

.02 

0 
0 .5 1.0 1.5 2.0 

Air Velocity {m/sec) 

Figure 24. Interlaboratory Variation in Intrinsic Thermal Resistance Rc1 

for the Bailie Dress Uniform Fabric and the Chemical Protective Foam 
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Figure 25. Interlaboratory Variation in Intrinsic Water Vapor Resistance Ret 
for the Battle Dress Uniform Fabric and the Chemical Protective Foam 

There is a definite bias in the intrinsic properties reported by each laboratory. Both Figure 24 and 25 show a similar 
pattern of interlaboratory variation. The differences are not very large, but they are real. 

For all test conditions, the coefficient of variance of all four average value ofRc
1 
and Re

1 
is approximately 10%, 

except for the intrinsic thermal resistance Rc
1 

of the Battle Dress Uniform fabric, where the interlaboratory 
coefficient of variation is approximately 30%. 

Conclusions and Recommendations 

Conclusions 

• Guarded sweating hot plate and ASTM E96-80, Procedure B, water vapor permeability test methods 
correlate quite well for a wide variety of woven and nonwoven permeable fabrics, and hydrophobic 
microporous semipermeable membrane laminates. 

• Hydrophilic monolithic semipermeable membrane laminates show no correlation between the sweating 
guarded hot plate and the ASTM E96-80, Procedure B, upright cup test. This is due to the concentration
dependent watervaporresistance of the hydrophilic polymer layer, and the fact that the two types of tests 
result in different equilibrium water concentrations in test samples. 
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• Guarded hot plate thermal and water vapor transport data generated by the Hohenstein Skin Model and 
other types of guarded hot plate devices agree well if the variation in air speed over the plate is taken into 
account. 

• A small bias between sweating guarded hot plate results generated by different facilities does exist. 
NCTRF consistently measured a higher intrinsic thermal resistance, while IPD measured the lowest value 
of intrinsic thermal resistance. NCTRF also reported the highest values of water vapor resistance, while 
USARIEM (Hohenstein Skin Model) measured the lowest values. The bias is not significant for most 
materials. Measured intrinsic thermal and mass transfer properties should agree within 10% for all the 
laboratories. Belter agreement is probably possible only if identical test conditions are used. 

Recommendations 

• Water vapor permeability screening tests on hydrophilic membranes and laminates should be done under 
the range of conditions which approximate the actual use conditions. The ranking of various materials 
will change dramatically according to the water concentration in the hydrophilic polymer layer. 

• ASTM E96-80, Procedure Band Procedure BW, may be used together to rank the water vapor 
permeability of candidate materials .Q!l[y if one material shows better water vapor transport properties in 
.b..Q1h test methods. If the rankings change between Procedure B and BW, then some other method, such 
as the sweating guru·ded hot plate, should be used to rank the materials. 

• Materials with ASTM E96-80, Procedure B, MVTR values greater than 1200 g/m2/24 hours are influenced 
by air penetration through the fabric, si nce the limiting M VTR for thes!ill air layer is 1230 g/m2/24 hours. 
Unless the fabric will actually be used as a single layer, it is better practice to perform compru·ison tests 
with other materials using a cover fabric with low water vapor resistance. 

• Fru·nworth's numerical model40 of heat and moisture transfer through multilayer clothing systems should 
be adapted to incorporate concentration-dependent water vapor resistances of monolithic hydrophilic 
polymer layers. The optimum placement of the hydrophilic membrane could be determined for a variety 
of human work rates and external environmental conditions. 

• Laboratories should always report test conditions, especially air speed over the plate, along with thermal 
property and water vapor transport data. The lack of accepted test methods for sweating guarded hot 
plate test.ing makes compnring test res ults generated by different apparatu s difficult. The inclusion of 
bare plate wet and dry calibration values in reported data allows the calculation of intrinsic textile 
properties Ret and R et· These intrinsic properties should be directly comparable between apparatus used 
in different laboratories, unlike the i

111 
index, which is highly dependent on the boundary air layer 

properties. 

• Test conditions which produce a bare plate im value approaching the limit of 1.0 make it easier to 
distinguish differences between similar materials. Air velocities of at least 1.0 meter/second, and 
preferably higher, should be used during moisture vapor permeability testing. 
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Listeria in Foods 
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ABSTRACI': Listeria mol"lClQYtogenes (IM) has been recognized recently as 
a foodborne pathogen. It is widely distributed in the envirornnent arrl 
therefore not easily kept away from our food supply. 'Ihe risk of 
listeriosis is especially high from refrigerated, ready- to-eat foods, 
since the pathogen can grcM at refrigeration terrperatures. 'Ihe increasing 
use of such foods both by military food service and the corrnnercial 
marketplace may put increasing numbers of people at risk. Exposure of 
these foods to abuse terrperatures exacerbates the problem. 'Ibis study 
addresses the need for an additional barrier to control grcMth of the 
cold- tolerant pathogen in foods. 'Ihe approach involves adding organic 
acids or their salts to foods at levels that are organoleptically 
acceptable while maintaining their pH values at? 5.0. Using a liquid 
nutrient meditnn as a model, IM was shown to be inhibited thrgughout the 40 
days of obseJ:vation even at a high storage terrperature of 35°C at pH 5. 6 
in the presence of 0.5% sodium acetate or 3.0% sodium lactate. 'Ihe 
presence of 1.0% sodium acetate was ·required for corrq;>lete inhibition of IM 
in chicken or beef slun:y at pH 5. 0 when stored at terrperatures no higher 
that 15°C. OUr results dem::>nstrate that the risk of listeriosis from 
col"lSUUlption of refrigerated meat items can be prevented by minor 
refonnulation of these items. 
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Use of Acetate an::l lactate for the Control of Pathogenic 
Listeria in Foods 

Dr. R. Victor Iachica 
Food Engineering Directorate, U.S. Anny Natick 

Researdl Developrent an::l Engineering Center 
Natick, MA 01760- 5018 
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INI'ROWCI'ION 

Listeria IOC>nocytogenes (IM) is presently considered an :i,nportant 
focxl-bome pathogen. Listeriosis may well be the leadin;J fatal food-borne 
infection in the United states (11) . 0-.ltbreaks of listeriosis have been 
attribrt:ed to the COI'lSUll'ption of raw vegetables am post-prooess 
contaminated dail:y products ( 18) as well as Li steria-oontaminated poultry 
pr6ducts (2,4) . '!he incidence of listeriosis awears to be increasing 
al~ with an increase in the susceptible pq:W.atioo and the n\.Dl\bers am 
types of focxls in which IM is able to survive am CJrot1 (7) . WOrk in our 
laboratory revealed that IM survived rut did oot 9rai in grourrl pork when 
stored at 4.5°, 10°, or 20°c. Ho!Never, IM sw:vived a.rrl grt;M well in 
pork breakfast sausage (15) . In view of the ubiquitoos presence of IM in 
focxls a.rrl its potential to cause fatal illness, efforts need to be made to 
develcp acceptable means to control its replication in focxls. 

organic acids, particularly lipcprilic organic acids, exhibit 
antilnicrd:>ial activity (3) . Studies of the effect of acidulants on IM in 
broth~ that at equal y;ii values the order of antimicrd:>ial activity 
of organic acids is acetic > lactic > citric > malic (17 ,8) . Ahamad an::l 
Marth (1 ) reported that 0.05% acetic acid slightly inhibited the growth of 
IM in broth. Other 'WOrkers (5, 6, 10, 13, 14, 16) have shCM1 that acetic 
an::Vor lactic acid may be useful in the control of IM as well as Gram 
negative spoilage flora. '!he effect of the addition of scxiitnn acetate or 
scxlium lactate unier corditions of controlled PI ani tenperature on the 
growth of IM has not been reported. 

'Ihe present stOOy examines the effect of organoleptically acceptable 
levels of scxiium lactate am scxiium acetate on the grcMth of IM in foods 
during storage at nonnal arrl abusive con:litions. 

EXPERIMENI'AL 

Effect of tenperature, gi arxi scxiium sa1ts of lactate or acetate in 
brain heart infusion {If!I) broth. Ifii broth was initially used as a IOOdel 
to detennine the catt>ined effect of storage tenperature, y;ii ani sodium 
salts on lactate or acetate in the inhibition of three strains of IM. 
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'Ihree milliliter aliquots of PI 5.6, 6.0, arxi 6.5 adjusted mr 
containing either 0 .25%, 0 .5%, 1.0%, 2.0% sodium acetate or 1%, 2%, 3%, 6% 

sodium lactate were each inoculated with 20 uL of a 10- 4 dilution of an 
active overnight culture of IM (NA-1), IM (NA- 2) or IM ~NA-16) fran the 
Natick culture collection arxi then incubated at 10°, 15 , 20°, 
30°, arxi 35°C. Growth of the bacteria in each culture tube was 
100nitored for 40 days by daily detenninations of optical density at 686 
nanareters. 

'lhe effect of concentration of sodium acetate on the growth of IM in 
BHI at :PI 5. 6, 6. o, arxi 6. 5 during incubation at 15°C is shown in Figure 
1. 'lhe :PI of the media had little effect on the growth of IM in control 
sanples. 'lhe population of IM in control mr, without sodium acetate, 
doubled approximately every 6 . 5 hours regardless of :PJ. At :PI 5.6 even 
the lowest concentration of sodium acetate, 0. 25%, significantly inhibited 
the growth of IM. When the media contained 0. 25% sodium acetate the 
population of IM barely increased by one log cycle during the 8 day 
storage period at 15°c. Higher concentrations resulted in c:::anplete 
inhibition of IM at PI 5. 6. 'lhe reccvery of approximately the same mnnber 
of cells after eight days as were present at the time of inoculation 
indicates that at this pH concentrations fran 0. 5% to 2. 0% have a static 
rather than cidal effect on IM. Increasing the pH decreased the 
effectiveness of sodium acetate in controlling IM. However, these results 
indicate that 1% arxi 3% sodium acetate in BHI at :PI 6. 0 arxi 6. 5, 
respectively, can effectively inhibit the growth of IM at 15°C. 'lhese 
results are in accord with Ahamad arxi Marth (1) who reported that acetic 
acid suppressed the growth of IM in tryptose broth. However, these 
workers did not control the til of the broth arxi inhibition could be 
expected due to low til (3.8 - 4.6) as well as toxicity of the 
urrlissociated acetic acid 100lecule. 

'lhe effect of 0. 5% to 6. 0% sodium lactate on the grcMth of 1M in BHI 
at pH 5.6, 6.0 and 6.5 during incubation at 15°C is shown in Figure 2. 
At til 5.6 the growth of 1M was effectively controlled by 2% sodium 
lactate. 'lhe growth of IM in BHI containing less than 2% sodium lactate, 
although inhibited, does not appear to be significantly different fran the 
growth of IM in control mr. At PI 6. o the generation time of IM 
increased with increasing concentration of sodium lactate in the media. 
At 1. 0% the 1M population doubled in approximately 7 hours while 7. 5 hours 
and 13. 5 hours were required when the concentration of sodium lactate was 
2% am 3%, respectively. At :Pi 6.5, 6% sodium lactate was required to 
ootain the same degree of inhibition as was OOsel:ved by 3% at :PI 6.0. 
Since c:x::.t~plete inhibition of IM in BHI occurred only when 3% sodium 
lactate was present at :PI 5. 6, the use of sodium lactate to control the 
growth of 1M in food may be limited. Sensory evaluation of sodium lactate 
in turkey meat revealed that 3.5% sodium lactate was organoleptically 
unacceptable. (14) 
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'!he combined effect of storage tenperature, pH, arrl concentration of 
sodium acetate on three serovars of 1M was examined. An analysis of the 
ability of 1M to grcM under varying corrlitions of tenperature, pH and 
sodium acetate concentration is depicted in Figure 3. '!he three serovars 
of 1M (3b, 1/2a, arrl 4b) behaved similarly. At pH 5.6 when the medial 
contained o. 25% sodium acetate there was no evidence of grcMth by 
spectrophotometric detennination even after forty days incubation at 10° 
arrl at 15°C. Incubation at the higher tenperatures of 20°, 30° arrl 
35°C allCMed the listeria to overcame the inhibitory activity of sodium 
acetate. At pH 6.0 c::anplete inhibition occurred when the media contained 
1.0% sodium acetate am incubation was at 10° am 15°C. Increasing 
the sodium acetate to 2% prevented the grcMth of 1M even at 20° am 
30°C. At pH 6.5, 2% sodium acetate still completely prevented grcMth of 
listeria at 10° arrl 15°C. 'Ihese results are in accord with other 
workers who also reported that the efficacy of organic acids increases as 
pH arrl tenperature decrease. ( 12, 1, 9, 6) . 

An analysis of the ability of 1M to grow under varying conditions of 
tenperature, pH and sodium lactate concentration is depicted in Figure 4. 
'!he three serovars of 1M behaved similarly. At pH 5.6 when the media 
contained 3% sodium lactate there was no evidence of grQWth of 1M even 
after forty days of storage at 10°, 15°, 20°, 30° or 35°C. At 
pH 6.0 arrl 6.5 sodium lactate was ineffective in preventing the growth of 
1M even at the lCMest storage temperature. 

'Ihese results provided convincing evidence that sodium lactate had 
limited potential as an antilisterial agent am that sodium acetate may be 
an effective, organoleptically acceptable control agent. Further 
experiments were performed to ascertain the effectiveness of sodium 
acetate against high population density of 1M arrl its activity in 
controlling the grcMth of IM in two food systems, baby food chicken and 
baby food beef. 

'Ihe effect of a high initial population of IM on inhibition by sodium 
acetate is shown in Figure 5. Baird-Parker (3) reported that organic 
acids are usually ineffeCtive as microbial inhibitors when initial levels 
of microorganisms are high. 'Ihe results of this investigation revealed 
that sodium acetate was as effective when the initial microbial load was 
high (log 5. 6 CFU/mL) as when the initial microbial load was lCM (log 1.5 
CFU/mL) . When the BHI (Iii 5.6) contained log 5.6 CFU/mL, the addition of 
0.5% sodium acetate carpletely inhibited the grcMth of IM. 'Ihese results 
again dem:>nstrate the stasis-irxiucing activity of sodium acetate against 
IM. It was possible to recover nearly the saroo number of 1M after 8 days 
incubation at 15°C as were present at the time of inoculation. 'Ihere 
was no difference in the behavior of 1M when the media contained 1% scxlium 
acetate. 
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Effect of various environmental factors in the inhibition of 1M in 
slurries of chicken arrl beef. J ars of Gerber baby food, "secorrl food 
chicken" arrl "seoorrl food beef", 'tvere purchased from a local 
supennarket. '!he pH of the chicken was 6. 5 arxl the pH of the beef was 
6.0. Approximately 120-g portions of chicken or beef were transferred to 
large stomacher bags. Appropriate cnoounts of a stock 40% solution of 
scxlium acetate were added to sane portions to obtain concentrations of 
0. 5% arrl 1. O% sodium acetate. '!he samples were pummeled for two minutes 
to obtain homogeneity. '!he pH of the acetate supplemented meat was then 
adjusted to pH 5.0 arrl 5.6 by the cll:'qMise addition of 1N or O.lN HCL. 
Controls without scxlium acetate and controls with neither pH adjustment 
nor acetate fortification were similarly prepared. Bag contents were 
transferred to 250 rnL glass beakers, covered with aluminum foil and 
sterilized by autoclaving. After autoclaving the sterile meat was again 
transferred to large stomacher bags and then inoculated with 1 rnL of a 
10-4 dilution of an overnight BHI culture of 1M (NA- 2) . '!he inoculated 
meat was pummeled for two minutes to achieve thorough dispersal of the 
bacteria. '!he inoculated meat was then aseptically distributed in ca. 
30 :g PQrtions to smaller stomacher bags· arrl stored at 5°, 10°, 15° 
arrl 25°c. At intervals the bags were removed from s~orage , purnmeled for 
two minutes, and five to 10 gram aliquots aseptically relOOVed, diluted, 
arrl blerrled in 0 .1% peptone arrl the number of viabl e cells determined by 
spread plate on BHIA. 

'!he effect of sodium acetate on inhibition of 1M in chicken at pH 5. 0 
arrl stored at 10°, 15·0 arrl 25°C is shown in Figure 7. '!he pH of 
baby food chicken was found to be 6. 5. '!he growth rate of 1M in chicken 
adjusted to pH 5.0 with 1N HCL was significantly slower than its ~ in 
chicken at pH 6 .5 when the chicken was stored at either 10° or 15 c. 
'!he generation time at pH 6 . 5 was ca. 7 hours at both 10° and 15°C 
while the generation time in chicken adjusted to pH 5.0 was ca. 36 hours 
at 10°c and 7 hours at 15°C. 1M was abl e to overcome the inhibitocy 
effect of the low pH when storage was at 25°C. '!he effect of sodium 
acetate on the growth of 1M in chicken 't-JaS similar to the effect observed 
in BHI. A low concentration, 0 .5%, was effective in completely inhibiting 
the <J!UWth of 1M in chicken at pH 5 . 0 during storage at 10° and 15°C. 
At 25°C 1% sodium acetate was required to achieve compl ete inhibition. 

'!he effect of sodium acetate on inhibition of 1M in chicken at pH 5.6 
and stored at 7°, 10°, 15° arrl 25°C is shown in Figure 8. 1M grew 
as well at pH 5.6 as i t did at pH 6.5 at each storage t:errperature. 0. 5% 
sodium acetate greatly inhibited the growth of 1M at 7°C. However, 
cells remained viable arrl growth did occur. Plate counts after 22 days 
storage at 7°C revealed the presence of ca. l og 5.5 CFUjg. '!here was no 
increase in the population of viable 1M even after 22 days storage when 
the chicken contained 1% scxlium acetate. At 10°c the behavior of IM in 
the presence of 0 . 5% and 1 . 0% sodium acetate in chicken was similar to 
that observed at 7°C. 1. O% sodium acetate was effective in controlling 
growth of 1M at 10°C but was ineffective at 25°C. 
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'!he effect of scxtium acetate on inhibition of IM in beef at pH 5.0 am 
5.6 during storage at various tenperature is shown in· Figures 9 am Figure 
10, respectively. Growth suppression of IM by scxtium acetate was greater 
in beef than in chicken at both pH 5.0 am 5.6. IM grew well in chicken 
containing 0. 5% scxtium acetate at pH 5. 0 during storage at 25°C but was 
unable to grtM in beef urrler the same corrlitions. Similarly IM grew well 
in chicken containing 1% scxtium acetate at pH 5.6 during storage at 25°C 
but grew poorly in beef urrler the same corrlitions. 'Ihese results are in 
agreement with those of Shelef arrl Yang (16) who reported that growth 
suppression of IM by lactate was greater in beef than in chicken. 'Ihese 
workers attributed the sensitivity in beef to the protective effect of 
fat, which is higher in chicken than in beef. 

SUMMARY AND OONCWSIONS 

'!he growth of IM in broth was effectively suppressed by 0.25% to 0.5% 
sodium acetate. Higher concentrations (2% to 3%) sodium lactate were 
:necessru:y to achieve listeriostatic activity in broth. Effectiveness of 
both sodium acetate arrl sodium lactate increases as both storage 
~ture and pH decrease. At pH 5. 6 growth of IM at 10°, 15°, 
20°, 30° arrl 35°C could be suppressed by either 0.5% sodium acetate 
or 3% sodium lactate. 'Ihe three serovars tested behaved similarly in 
their response to sodium acetate arrl scx:lium lactate. 

Sodium acetate was nearly as effective in controlling the growth of 
IM in food as it was in broth. 'Ihe results of these investigations 
suggest that the growth of IM in food can be controlled by the addition of 
as little as 0.5% sodium acetate if the pH of the acetate fortified food 
is adjusted to between 5. 0 arrl 5. 6 an::l the food is stored urrler nonnal 
refrigeration corrlitions (0-10°C). Control can be achieved even urrler 
corrlitions of temperature abuse (15-25°C) by the addition of 1% sodium 
acetate. 

Additional studies need to be done to detennine the efficacy ani 
limitations of sodium acetate in other foods as well as organoleptic 
evaluation arrl acceptability of sodium acetate fortified food. 
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to microoial preservation of these types of foods. The antibacterial effects 
of sucrose laurate (SL), ethylenediaminetetraacetate (EDTA) and tert
butylated hydroxyanisole (BHA) were evaluated alone and in combination 
at several concentrations in trypticase soy broth (TSB), TSB+fat (1-5%, 
w /v) and skim milk. Results indicated that the inhibitory properties of 
SL+EDTA+BHA (SLEB) were greater than SL or BHA. In broth (TSB) 
containing up to 0.1% (v /v) SLEB, Staphylococcus aureus and Listeria 
monocytogenes did not grow during 20 dars of storage at 10 and 250C, 
respectively. At a lower concentration o SLEB (0.05%, v /v), Salmonella 
typhimurium was inhibited during 24 h of storage at 250C. In two model 
food systems, skim milk and TSB with added fat, SLEB (0.1 %) effectively 
controlled the growth activities of L. monocytogenes in skim milk; viable 
cell counts decreased 10 fold during a 20-day storage period at 250C. In TSB 
containing 1-5% fat, L. monocytogenes overcame the initial inhibitory 
effects of SLEB and grew after a 12-15 day lag at 250C . Results from this 
study demonstrated that a systems approach and combination strategy to 
prevent food spoilage may have more flexibility and utility than the use 
of single inhibitors. Such combinations of food preservatives may then be 
used together With physical processes (e.g., pressurized co~ 1 heat, 
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components. 
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ANTIMICROBIAL ACTIVITY OF SUCROSE LAURATE, EDTA 
AND BHA ALONE AND IN COMBINATION 

Anthony Sikes, Dr. , Steve Whitfield, Mr. 
U . S. Army Natick RD&E Center 

Natick, MA 01760 

INTRODUCTION 

The concept of using combinations of multifunctional food-9.rade 
inhibitors to control microbial activity in food, i.e., "systems approach', was first 
proposed by Kabara (1981). The basic idea of the sr.stems approach to food 
preservation is the creation of a microbially hostile environment which 
precludes the proliferation of undesirable microorganisms (Kabara,1979). The 
advantage of the systems approach is that presently approved multifunctional 
food materials, which are either approved food additives or Generally 
Recognized As Safe (GRAS), e.g., parabens, sorbic acid, etc., can be used to design 
preservation systems that will meet specific microbiological needs. 

In the system described by Kabara (1979), three food-grade substances 
were·used: a fatty acid (monolaurin), food-grade phenolic antioxidants 
(BHA/BHT) and chelator (EDTA). Each component of the triad has a specific 
effect on the microbial cell. Monolaurin is effective against gram-positive 
bacteria and yeast (15-200 ppm), and BHA/BHT inhibits both gram-negative and 
gram-positive bacteria (Jay, 1986). It is believed that lipophilic agents (fatty acids 
and phenolics) prevent microbial growth by inhibiting the transport of substrate 
molecules into fhe cell (Freese et al., 1973). The third component of the triad is 
EDTA, which has minimal antimicrobial activity but is proposed to function by 
enhancing the germicidal activity of the two lipophilic substances (perhaps 
bycompeting with cell membranes for stabilizing calcium ions). 

In the present investigation, a modified version of Kabara's combination 
preservation system was evaluated. Multifunctional sucrose laurate (SL) was 
substituted for monolaurin while the other two components remained 
unchanged. Studies have shown that SL inhibits botii gram-negative and gram
positive bacteria (Conley and Kabara, 1973; Kato and Anma, 1971). 

The objective of this investigation was to evaluate the antimicrobial activity 
of sucrose laurate, EDTA and BHA as a combination and as individual 
components in laboratory media and model food systems. 
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METHODS 

Preparation of cultures 

Cultures of Listeria monocytogenes (Scott A), Staphylococcus aureus (A-
100) and Salmonella typhimunum were all obtained from the culture 
collection of the Microbiology section, U.S. Army RD&E Center, Natick, MA. 
Cultures were maintained on trypticase soy agar (TSA; Difco, Detroit, MI) 
slants and stored at 1-4<C. Bimo.nthly transfers were made to maintain viably 
active cultures. Before each experiment, cultures were activated by 
transferring a loopful of the stock culture to freshly prepared tryphcase soy 
broth (TSB) and grown quiescently for 24 hat 30<t'.:. Th1s procedure was 
repeated twice before cells were harvested. 

Inocula were prepared by harvesting cells from growth media 
(centrifuged at 3,000 x g for 15 min at 10 OC; TSB), washing (3x) with 0.1% 

peptone water (Difco) and resuspending cells in 0.1% peptone water to the 
onginal growth media volume (100 ml). Subsequently, the culture density 
was determined by measuring the absorbance at a wavelength of 600 nm and 
relating it to a previously prepared standard curve. 

Additives 

Stock solutions of sucrose laurate (L-1695; Mitsubishi-Kasei America Inc., 
White Plains, NY) and EDTA (disodium ethylenediaminetetraacetate; Fisher 
Scientific Co., Fair Lawn, NJ) were prepared by suspending 1 gin 10 ml of 
distilled H20 (10 %, w /v). BHA (2[3]-t-butyl-4-hydroxyanisole; Sigma 
Chemical Company, St. Louis, MO) was prepared by suspending 1 gin 10 ml 
of absolute ethyl alcohol (Quantum Chemical Corp., Tuscola, IL). After 
prer.aration, ali samples were stored in tightly capped screw-cap tubes at 1-4<C 
unhl used. 

Preparation of growth media 

Trypticase soy broth (Difco) was the basic growth media for all 
antimicrobial testing except when skim milk was used as the test medium. 
To each flask (250 ml screw-cap Erlenmeyer flasks) containing 100 ml of 
media (TSB), an appropriate volume of additive(s) was added, pH was 
adjusted to 6.8-6.9 and sterilized at 1210C for 15 min. When experiments 
were done with BHA, all control samples received a volume of ethyl alcohol 
equivalent to the volume used in the test sample(s). 

The preparation of TSB with fat was similar to the preparation of 
TSB+antim1crobial (described above) except three levels of fat (1, 2.5 and 5% 
Mazola<TM> corn oil) and 0.5% Tween<TM) 80 [polyoxyethylene (20) sorbitan 
monooleate; Fisher Scientific Co., Fair Lawn, NJ] was added as a dispersing 
agent before sterilizing at 121 OC for 15 minutes. Similarly, control samples 
received an equivalent amount of Tween 80 before sterilizing. 
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Bacto-skim milk (Difco) was prepared according to the directions given by 
Difco. SL+EDTA+BHA (SLEB) was the only additive used in skim m1lk. The 
pH of skim milk (6.4) was not adjusted before sterilizing. 

Bacterial growth 

In screw-cap flasks (Erlenmeyer, 250 ml) containing 100 ml of growth 
media (TSB, TSB+fat or skim milk) plus additive(s), 1 ml of the washed cell 
suspension of the test organism was added (-102-103 cfu/ml). Samples were 
incubated guiescently in a Hotpack incubator (Hotpack Corp., Philadelphia, 
PA) at 250C for 0-24 h. Growth was monitored by removing an appropriate 
aliquot (1 ml) at 2 or 3 h intervals, serially dilutmg in 9 mfblanl<s of sterile 
0.1% peptone water and surface plated (bent glass rod) on TSA. Inoculated 
plates were incubated at 300C for 24 h before colonies were counted. 

Minimum inhibitory concentrations (MIC) of SLEB 

The procedure used to determine the amount of SLEB required to inhibit 
S. typhimurium, S. aureus and L. monocytogenes was similar to the 
procedure described by Bargiota et al.. (1987). Was~ed an~ resuspended (0.1% 
peptone water) cells of the test orgamsms were senally dtluted tnrough 10-8, 
and 0.1 ml portions of the lQ-3 and 10-6 dilutions were spread-plated on TSA 
plates in triplicates. TSA-SLEB plates were prepared by adding 1 ml of a 10% 
stock solution of SLEB (1:1:1, w/v) to 200 ml of melted TSA media and 
sterilizing at 121 OC for 15 min. SLEB concentrations ranged from 50-500 ppm. 

Statistical analysis 

Differences in microbiological counts were examined for significance by 
analysis of variance using the Statgraphics program (Statistical Graphics 
Corp., Rockville, MD). Data presentea are the mean los10 colony-forming 
units of two replications with duplicate subsamples. Stgnificant differences 
(p<0.05) among treatment means were separatea by Duncan's multiple-range 
test. 

RESULTS AND DISCUSSION 

Results indicated that the minimum inhibitory concentrations (MICs) of 
SLEB (sucrose laurate+EDTA+BHA, 1:1:1) required to prevent the growth of 
S. aureus, L. monocytogenes and S. typhimurium on TSA plates at 300C and 
pH 7.0 were 200, 200 and 350 ppm, respectively. Although the MICs of 
mdividual components of SLEB were not determined in this study, it has 
been shown by other investigators that the MICs of BHA necessary to inhibit 
the growth of L. monocytogenes were 128-400 ppm (Chang and Branen, 1975; 
Payne et al., 1989), 100-400 ppm for S. aureus (Ayaz et al., 1980; Stern et al., 
1979) and >400 ppm for S. typhimurium (Chang and Branen, 1975; Pierson 
et al., 1980 ). Limited data are available on the MICs of sucrose laurate (SL) 

required to inhibit vegetative cell growth; however, Beuchat (1980) found that 
sucrose esters of lauric acid at 100 ppm were ineffective against Vibrio 
parahaemolyticus. EDT A has no bioctdal capability by itseff but functions as a 

240 



SIKES &WHITFIELD 

potentiator in combination preservation systems (Kabara, 1981). 
In trypticase soy broth (Difco, pH 6.9), 1000 ppm of SLEB totally inhibited 

the growth of L.monocytogenes at 25 C:C for 12 days. However, at the same 
concentration (1000 ppm), SL was not inhibitory but did reduce the growth 
rate and increase the lag period. At 500 ppm (0.05%), SL exhibited no 
inhibitory activity against L. monocytogenes, but did reduce the growth rate 
during the 12-day storage period (Fig. 1). The difference between the growth of 
L. monocytogenes in TSB containing two concentrations of SL (500 and 1000 
ppm) was not significant (p>0.05) but was significantly different from growth 
in SLEB (p<0.05). 

The growth of L. monocytogenes in two model food systems containing 
1000 ppm SLEB, skim milk (pH 6.4) and TSB with 1-5% fat (pH 6.9), was 
evaluated. During 20-day storage at 25<C, results indicated that in skim milk 
L. monocytogenes lost cell viability, 103 to 102·5 cfu/ml (Fig. 2). During a 
comparable storage period at 25C:C, L. monocytogenes was totally inhibited 
when grown in the presence of 1000 ppm of SLEB; however, in the presence 
of increasing concentrations of fat (1, 2.5 and 5% corn oil), SLEB, at all levels, 
caused slight decreases in cell viability during the first 12 days of storage 
(<1 log reduction). After this initial period, growth began in the sample 
containing the highest fat level (5%), followed by growth in the 2.5% and 1% 
fat-containing samples at 15 days of storage (Fig. 3). The difference between 
growth in the presence of the three fat levels was not significant (p>0.05), but 
growth in the presence of SLEB was significantly different (p<0.05) from the 
growth in media containing fat. 

It was demonstrated in this study that the MIC of SLEB required to inhibit 
S. typhimurium was 350 ppm (0.035%, Table 1). In TSB containing 250 ppm 
of SLEB (pH 6.9), S. typhimurium was partially inhibited (Fig. 4). Initially, 
cell viability decreased during the first 4 h of storage at 25C:C (107 to 104 cfu/ml) 
but increased rapidly to > 10 7 cfu/rnl during the next 20 h of storage; however, 
in the presence of 500 ppm of SLEB, cell growth was totally inhibited (Fig. 4). 
In the presence of a similar concentration of BHA (500 ppm), 
S. typhimurium grew during the first 4 h of storage (25 OC) to >108 cfu/ml; 
but, during the next 4 h, cell viability decreased to 106 cfu/ml, then, at 10 h, 
began an accelerated-growth period over the next 16 h. The difference 
between the growth of S. typhimurium in media containing 250 ppm of SLEB 
and 500 ppm of BHA was not significant (p>0.05). Both differed significantly 
from growth in media containing 500 ppm of SLEB (p<0.05). 
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Figure 1. Growth of L monocytogenes in TSB , TSB+0.05 and 0.1 % SL 

(sucrose laurate ,v{v) and TSB+0.1% SLEB (sucrose laurate+EDTA+ 

BHA, v/v) at 25°C and pH 6 .9. Bar heights represe nt the mean 

of two experiments (wi th duplicate subsamples). Error bars represent 

the standard deviation of four experimental values. 
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TABLE 1 . Minimum inhibitory concentrations a (M I C) of sucrose I au rate+ 

EDTA+BHA (SLEB) b required to prevent the growth of three food borne 

bacteria in trypicase soy broth media 

ORGANISM 

S. aureus 
l. monocytogenes 
S. typ!Jimurium 

c 
MIG (ppm) 

>200 (0.02%) 

>200 (0.02%) 

>350 (0.035%) 

a Minimum inhibitory concentration was the lowest concentration of SLEB required to inhibit 

·the growth of the specified organism for 48 h at 30°C 

b SL+EDTA+BHA, 1:1:1 (w/v) 

c Values shown represent the average MIG (ppm) of three tests 
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During 20 days of storage (10<C, pH 6.9) in TSB containing 1000 ppm of 
SLEB (0.1 %), S. aureus was totally inhibited (Fig. 5). Under the same culture 
and storage conditions, it was also observed that sucrose laurate (SL), at a 
concentration 1000 ppm, caused a gradual decrease in cell viability of S. 
aureus (103 to <102 cfu/ml). Growth of S. aureus in TSB containing SLEB and 
SL was significantly different (p<O.OS). 

Future military ration items may include highly perishable, minimally 
processed, refrigerated food products ("new generation foods"), which are 
food products that receive less than the full commercial sterility treatment; 
thus new approaches must be considered to assure product safety. Unlike 
traditional refrigerated foods, such as ready-to-eat meats and raw meats, 
minimally processed (partially processed) products, such as fresh salads and 
refrigerated cooked meat, may not have a preservative system other than 
refrigeration (Corlett, 1989). If products are temperature abused or the 
refrigeration system fails, products could become susceptible to the growth of 
foodborne pathogens. Incorporation of multiple barriers (e.g., combination 
preservative systems, reduced Aw, modified atmospheres, etc.) into the 
formulation of minimally processed food products, will minimize microbial 
activity and increase microbiological safety (NFPA, 1988) 

CONCLUSIONS 

This study demonstrated that the combination preservative system of 
SLEB was more inhibitory against the test organisms used in this study than 
the single inhibitory substances, sucrose laurate (SL) or BHA. Results also 
suggested that additional inhibitory advantages could be gained from a 
combination preservation system by creating a more hostile 
microenvironment through chemical or physical manipulations, such as, 
pH, Aw, thermal pr.ocessing, refrigeration and modified atmospheres. 
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TITlE: Contrast in Relative Effectiveness of Antioxidants in Bulk 
Versus Dispersed Lipid Systems: Validation of the Polar 
Paradox in Choice of Appropriate Antioxidants 
William L. Porter, Dr. and Black, E. D., Dr. 

ABSTRACI' : The change in emphasis in autoxidation protection from 
bulk fats and oils as military ration components to the highly dispersed 
lipids in the emulsions and membranes of pre-processed "fast" foods has 
made obsolete the mere empirical selection of antioxidants. We have 
evolved broad, scientifically based principles for choice of antioxidants 
appropriate to the state of dispersion of the lipid. We report here on 
further validation of these principles, first developed for synthetic 
antioxidants in soybean oil and soy lecithin emulsions, in the areas of 
phenolic acids, tannins, flavonoids, tocopherols and ascorbic acid 
derivatives in the substrates freeze-dried milk and synthetic liposomes. 

Briefly stmnnarized, the polar paradox principle states that other 
things being equal, dry bulk (neat) oils and fats of the cooking and salad 
types have a low surface to volume ratio and are best protected by polar 
or hydrophilic antioxidants . Emulsions and membranes with a high surface 
to volume ratio require lipophilic, non-polar, or amphiphilic antioxidants 
with a low hydrophilic-lipophilic balance number. 

This paradoxical reciprocal rule now has been shCMn to apply equally 
to synthetic and so-called natural occurring compounds with demonstrated 
antioxidant potential, including the tocopherols and ascorbic acid 
derivatives. Unfortunately, except for the tocopherols and carotenoids, 
naturally occurring antioxidant compounds tend preponderantly to be polar, 
and thus inappropriate to the current fast foods with dispersed lipids. 
This lack of lipophilic natural antioxidants is frustating in the current 
"all- natural" consumer climate. 
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Contrast in Relative Effectiveness of Food Antioxidants in 
Bulk Versus Dispersed Lipid Systems: Validation of the Polar 

Paradox In Choice of Appropriate Antioxidants 

William L. Porter, Dr. 
Edward D. Black, Dr. 

U.s. Anny Naticle RD&E Center 
Natick, MA. 01760 

What kind of antioxidant should a food scientist choose to protect one 
of the wide variety of military lipid- containing foods? 

We report here on further validation of a rationale first advanced in 
19801and amplified in 19892 and 19913 , concerning choice of food 
ant-ioxidants appropriate, on the one hand, to bulle oils and fats (low 
surface to volume ratio or LSV) or, in contrast, to the highly dispersed 
lipids in emulsions , or the membranes and fat cell s of whole tissue foods 
(high surface to volume or HSV) . 

In brief, this rationale, the so-called polar paradox principle, states 
that , other things being equal, dry bulk (neat) oils and fats of the 
cooking and salad types (LSV) are best protected by more polar or 
hydrophilic antioxidants. Emulsions and membranes (HSV), whether in the 
liquid or dehydrated state, are better s tabilized by lipophilic, nonpolar, 
or amphiphil ic antioxidants with a low hydrophilic-lipophilic balance 
number (HI.B). The principle, which was first hypothesized in the area of 
synthetic antioxidants, is now shown to apply to tannins, flavonoids , and 
to the tocopherols and ascorbic acid and their derivatives. 

Autoxidation of lipids, whether enz1~atically, photo-, or metal 
catalyzed, even with inert atmospheres and highly impermeable packaging, 
remains a problem in shelf life of military rations. The relative ·· 
effectiveness of antioxidants in delaying this proces s varies widely, in a 
manner that our experiments and those of others suggests is a strong 
function of lipid dispersion and antioxidant polarity, among other 
parameters. The advent of more permeable biodegradable or recyclabl e 
plastics, such as might be used in the proposed polymeric container for 
TrayPack ration items, increases the need for viable antioxidants. 

Food lipid exposures in the military have a wide range: storage of 
cooking and salad oils, frying with oils and fats , storage and use of 
mayonnaise and salad dressing emulsions, comminuted and reformed meats , 
baked goods , spray-dried milks and freeze-dried items. Many of the 
military ration items are similar to the convenience or "fast" foods in 
current domestic use. 'Ihese often contain dispersed lipids predisposed by 
comminution and pre-cooking to autoxidation. Performance of antioxidants 
in this mode is often radically different from that in bulk oils and fats. 

Historically, food sci entist s have developed much of the relative 
effectiveness data using bulle oils and fats. 
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This is because before the mid-Fifties, in the civilian sector, most of 
the food lipid was purchased and stored in bulk for subsequent use in 
cooking. In addition, antioxidant testing is simpler and faster in bulk 
exposures. Very often these results have been extrapolated uncritically 
from ISV to HSV situations like emulsions, micelles and membranes in whole 
tissue foods . 

Certain definitions and explanations are needed for clarification. 

Antioxidant . For the purpose of this paper an antioxidant will be 
considered as any acidic compound (thus embracing both phenols and 
ascorbic acid) which is usable in foods and can readily donate an electron 
or hydrogen atom to a peroxyl or aryloxy radical to terminate a lipid 
peroxidation chain reaction or to regenerate a phenolic compound. 

Antioxidant Effectiveness. Figures 1 and 2 show the essential features of 
the initiation and propagation of the chain reaction of autoxidation in an 
unsaturated lipid and its termination by an antioxidant, whose 
regeneration by a second antioxidant is also indicated. Tests to 
determine the relative effectiveness of antioxidants in bulk oils include, 
among others , the Active Oxygen Method, the Schaal oven Test(45-60°C), 
and room ternpE?rature tests. In the first, oxygen is bubbled into an oil 
heated to 100°C; in the second and third, oils or foods are left open 
to air at the stated temperatures. Endpoint may be peroxide value or UV 
absorption at 234 nm, the wavelength of conjugated diene hydroperoxide. 
Results of these have shown sufficient agreement in rating relative 
antioxidant effectiveness that they will be cited without special 
identification4- 6 . Similarly, details of tests used in dispersed 
systems can be found in the cited references. A brief description of 
tests used by the writers will be furnished. 

LIPID AUTOXIDATION- INITIATION 

LIGHT 
~ 

METALS 

FAST 
~ 

•00• 

-CH=CH-CH -CH=CH-
2 

-CH=CH-CH-CH=CH-
• 

-CH=CH-CH=CH-C-
• 

-CH=CH-CH=CH-COO ·-

Figure 1. Lipid Autoxidation - Initiation. 
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LIPID AUTOXIDATION --CHAIN PROPAGATION 

ROO·+RH ~ROOH +R· 

R· + ·OO· ->ROO· 

ANTIOXIDANT CHAIN TERMINATION 

ROO·+BH~ROOH+B· STABLE 

ANTIOXIDANT SYNERGISTIC REGENERATION 

2B· +AH2 --->2BH+A 

Figure 2. Lipid Autoxidation - Chain Propagation. 

Early Work With Dispersed Systems 

This laboratory became aware of the paradoxical behavior of 
antioxidants during the Sixties when we first began working with lipid 
systems of high surface area t~ model synthetic . and natural membrane 
protection by antioxidants 7 ' 8 ' . Bishov and Henick worked with a 
freeze-dried carboxymethylcellulose system holding thin layers of stripped 
corn oil and focussed their attention on natural antioxidants from spices 
and on protein hydrolysates, following oxygen uptake with gas partition 
chromatography of the headspace gas7 . Porter initially worked with 
linoleic acid monolayers on silica gel, again using gas partition 
chromatography8 . Later he focussed on freeze-dried red blood cell 
membranes, again using gas partition. It became clear that the relative 
effectiveness of antioxidants was greatly different in the HSV array from 
that in the LSV configuration as in bulk oils. 

Liposomes and Polyamide Fluorescence 

Vesicles and emulsions formed from dispersed phospholiBi~ have been 
used as membrane models for pro- and antioxidant testing1 - 7 . In 
assaying the relative effectiveness of antioxidants in dry oils and 
lecithin liposomes and emulsions, we have used a front-face fluorescence 
method, which measures a fluorophore formed on polyamide po'Wder films 
coated on glass ~r ~lastic supports when exposed to the volatiles from 
oxidizing lipids a- o. 
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Polyamide fluorescence has been used in the work reported here to 
assay the relative effectiveness of antioxidants in cobalt- accelerated 
soy lecithin emulsions. Results are contrasted with those in bulk 
vegetable oils reported in the literature. 

MATERIAlS AND MEIHODS 

Details of procurement and purificati on of soy l ecithin and 
antioxidants have been r eported e l sewhere, as have the methods of 
oxidation and its assessment2. Antioxidants were t ested for purity and 
lipophilic solvent mobility by melting point and thin- l ayer chromatography 
(TLC). The l atter was carried out on heat-activated silica with solvent 
systems (1) chloroform (2) chloroforrnjmethanol (19/1) , and (3) 
chloroform, methanol , acetic acid (19/1/0.1). 

In brief, crude soybean lecithin, double-bleached with hydrogen 
peroxide and benzoyl peroxide (which we showed destroyed most endogenous 
tocopherols) and containing about 35% triglyceride, was sonicat ed after 
dispersion in deionized water buffer (13 mM phosphate, pH 5.5). 
Sonication was carried out at maximum power for 20 minutes under a stream 
of nitrogen. Two mL of a hematin solution in KOH was added at zero time 
to give a phosphatide/hematin ratio of 100/1. Final pH was 5.5-5.6 and 
concentration of l ecithin was 3 ngjmL. 

Antioxidant tests' were conducted in 9 x 1 em Pyrex (R) petri dishes; 
to the undersUrface of the dishes' lids polyamide-coated terephthalate 
plastic plates were attached powder side down by double-faced transparent 
tape. The plates, 2 x 3 em, were cut from standard 20 x 20 em thin-layer 
chromatography plates. In the typical procedure, 50 mL of the lecithin 
dispersion was treated with 0.5 mL of ethanol containing 0.15 ng of 
antioxidant. Controls were 50 mL of dispersion and 0.5 mL of ethanol. 
The dispersions were bubbled with glass-filtered air for 30 minutes after 
antioxidant addition. Hematin was added at zero time and 25 mL of the 
mixture was placed in each petri dish. Incubation was in a 65°C draft 
oven, from which the covered dishes, with attached polyamide strip, were 
sampled every 30 minutes by removing each dish to a room temperature dark 
cupboard, substituting a labeled petri l id for the test lid, and measuring 
the fluorophore intensity in a Hitachi solid sample attachment for an 
MPF-2A Hitachi Perkin-Elmer fluorescence spectr ophotometer. The Baird 
Atomic Model SF-1 and the spex Fluorol og instruments have also been used 
and are equally satisfactory. 
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Figure 3. Oxidative polyamide 
fluorescence spectrum of oxidized 
soy lecithin emulsions 65°C 
(Reproduced with permission from 
Ref. 2). 

Figure 3 shows a typical 
front-face polyamide plate fluorescence 
spectrum from an oxidized soy lecithin 
dispersion at pH 5. 6 and 65°C. The 
blank is the spectrum from a plate 
exposed similarly but without lipid. A 
390 nm filter is used in the emission 
light path, and the spectrum is scanned 
through the excitation wavelength, 360 
nm. The residual scatter peale at 360 
nm is used as an internal reference and 
the fluorescence index (FI) is the 
ratio I(emission)/I(scatter at 360 
nm) . Ratio methods of expressing 
intensity are always more dependable in 
front face fluorescence measurements 
than simple intensity, even though the 
instrument is repeatedly calibrated 
with 1 ppm quinine sulfate in 0. 1N 
H2so4. Fluorescence indices are 
measured at every sampling period for 
the blank, the control without 
antioxidant, and the treated sample. 
Relative mean deviation of two 
replicates (after repositioning the 
plate) is ±5%. 

RESULTS 

Antioxidant Evaluation in Soy Lecithin Emulsions 

Figure 4 i l lustrates the kinetics of fluorescence index development for 
soy lecithin emulsions with added quercetin, a polar flavonol, and Figure 
5, with added nonpolar BHA (butylated hydroxyanisole) , both at 0.1%. 
Shown in both is the typical autoxidative induction periOd, however short, 
which occurs with or without added antioxidant. It is noteworthy that 
quercetin is a much more effective inhibitor of autoxidation than BHA in 
dry vegetable oils, a nonpolar medium. The situation is clearly reversed 
here. 

For quantification, a protective index was used, called relative 
effectiveness (REFF). It is defined as (IP.¥IPc) -1 , where IPA is 
induction period with added antioxidant and IPc that without. Induction 
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Figure 4. Antioxidant evaluation 
by oxidative polyamide fluorescence 
from soy lecithin emulsions - ( 0) 
blank; (D) lecithin plus hematin; 
(~) lecithin- hematin plus 0 . 1% 
quercetin, 65°C (Reproduced with 
permission from Ref. 2). 
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Figure 5 . Antioxidant 
evaluation by oxidative 
polyamide fluorescence from soy 
lecithin emulsions - (o) blank; 
(0) lecithin plus hematin; (A) 
lecithin-hematin plus 0 . 1% BHA, 
65°C (Reproduced with 
permission from Ref. 2). 
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period was defined graphically as the number of minutes between zero time 
and the intersection of the tangent to the linear portion of the cw:ve 
corresponding to rapid phase fluorescence development with the curve for 
the blank. 

In the work reported here we have evaluated 16 antioxidants, both in 
individual experiments and, alternatively, with a common repeated control 
substance like BHA. Total number of tests was 71. The average number for 
a given antioxidant was 5, was always greater than 3 and as high as 12 for 
critical compounds, or those with high variability. Table 1 shows mean 
REFF and standard deviation for the eight most effective antioxidants in 
soy lecithin dispersions, and Table 2 the same for the eight least effective 
ones, based on the highest three values. REFF for the tables is 
IPr./IPc· The high coefficient of variation for some of the alkyl 
gaYlates, topanol and TBHQ is unexplained. 

Table 1. Relative Effectiveness of Most Effective Antioxidants 
in Soy lecithin Emulsions. REFF = IPyiPc· 

Compound 

BHA 32 

BHT 21 

EIHOXYQUm (SAN) 13 

PROPYL GALlATE (FG) 11 

OCTYL GALlATE (OG) 11 

OODECYL GALlATE (IX;) 10 

'IOPANOL ('IOP) 10 

EI'HYL GALlATE (EG) 7 

aHighest three values 

Standard 
Deviation 

±7.8 

8.1 

5.6 

3.8 

7.9 

6.0 

6.3 

5.8 
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Coefficient 
Of Variation 

0.24 

0.39 

0.43 

0.35 

0.72 

0 .60 

0.63 

0.78 
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Table 2 . Relative Effectiveness of least Effective Antioxidants 
in Soy Lecithin Emulsions. REFF = IP_NIPc· 

Compound 

TBHQ 4.9 

QUERCEI'IN (Q) 4.1 

MEl'HYL GALlATE (MG) 3 . 2 

HYDROQUINONE (HQ) 3 . 2 

GALLIC ACID (GA) 1.4 

CAFFEIC ACID (CA) 1.4 

CHIDROGENIC ACID (CHIA) 1.4 

FOLY AO'IM79 (FOLY) 1.1 

aHighest three values 

Standard 
Deviation 

±4.4 

1.7 

0.4 

0.9 

0.3 

0.2 

0.1 

0 . 2 

Coefficient 
Of Variation 

0.90 

0.41 

0.13 

0.28 

0.21 

0.14 

0.14 

0.18 

Figure 6 shows the mean REFF of all available trials for the tested 
antioxidants in soy lecithin dispersions, as opposed to that of the 
three highest values shown in the tables. REFF is here defined as 
(IP_NIPc) -1 , in contrast to the definition for the tables. Also 
shown are REFFs based on the AOM in dry oils, l argely derived from 
vegetable sources. Table 3 indicates the literature sources consulted 
for the latter values. 

Clearly shown in Figure 6 is the roughly reciprocal relationship for 
a series of compounds between their effectiveness in polar (dispersion) 
versus nonpolar (dry oil) envirorunents. 

In Figure 7, the REFF iri lecithin dispersions is plotted against a 
rough measure of polarity, the Rf value in silica gel TLC 
chromatography using a lipophilic solvent, chloroform(methanoljacetic 
acid (19/1/0.5). As before, the relationship is not rigidly linear, 
but, in general, the compounds with high Rf (less polar) tend to be 
more effective in dispersions. A notable exception is Poly AO 79 , a 
polymeric antioxidant, which shows high mobility in TLC and has no 
activity in our dispersions. 
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Table 3. Literature Sources Consulted for Values of Antioxidant 
Relative Effectiveness in Bulk Dry Oils 

Antioxidant.9 Substrate Source Reference 

BI-rr Safflower oil 5 

BI-rr lard, cottonseed oil, 34 
hydrogenated cottonseed oil 

SAN Safflower oil 5 

BHA Safflower oil 5 

BHA lard, cottonseed oil, 34 
hydrogenated cottonseed oil 

'IOP Sunflower seed oil 21 

rx; , ex;, IC Cottonseed oil 26 

IC Safflower oil 5 

IC lard, cottonseed oil, 34 
hydrogenated cottonseed oil 

IC Oat oil 29 

Q Ethyl linoleate 22 

TBHQ Safflower oil 5 

HQ Safflower oil 5 

HQ lard, cottonseed oil , 34 
hydrogenated cottonseed oil 

CA Oat oil 29 

GA Safflower oil 5 
I 

roLY Cottonseed, soybean oil blend 23 

asee Tabl e 1 for full name 
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Figure 6. Relative effectiveness (REFF) of 
antioxidants in soy lecithin and dry vegetable 
oils - SAN - Santoquin; 'IDP - Topanol; CG -
dodecyl gallate; ex; - octyl gallate; FG - propyl 
gallate; EG - ethyl gallate; Q - quercetin; HQ -
hydroquinone; MG - methyl gallate; CA - caffeic 
acid; CHIA - chlorogenic acid; GA - gallic acid; 
FOLY - polymeric antioxidant. Values shown are 
means of all trials (reproduced with permission 
from Ref. 2) . 
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(ReproduCed with pennission from Ref. 2~ 
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SUbsequent Studies 

In addition to the lecithin evaluations, we have also studied 
effectiveness of many of the above-mentioned antioxidants in both a 
freeze~ied energy-dens5 corn oil- soy lecithin model24 and in 
freeze~ied whole milk2 both accelerated with cobaltous chloride. 
The energy-dense system used was corn oil, soy lecithin-based with the 
following fonnulation in percent: stripped corn oil, 35; stripped soy 
lecithin, 1. 5; sodium caseinate, 15; lactose, 35; starch, 5; assorted 
additives, 8. s24 . Results are too detailed to report here, but 
noteworthy is the fact that in both dispersed systems, whether 
corrpressed or uncornpressed, the lipophilic dodecyl gallate was nearly 
twice as effective as the much more oolar propyl gallate. In addition, 
condensed rosemary extract (Herbal ox \K) ) containing the active 
ingredient carnosol, a lipophilic species, is as effective as the higher 
alkyl gallates in these dispersions and is a GRAS (generally regarded 
as safe) substance to the FDA. 'Ihe lipophilic rosemary extract is known 
to be ineffective in dry vegetable oil as predicted by the polar paradox 
rationale. 

DISCUSSION 

OUr work and that of others has demonstrated that the polar paradox 
rationale appears to apply to both synthetic antioxidants and so-called 
"natural" antioxidants. Of the 16 antioxidants we evaluated, five were 
naturally occurring compounds, and these were uniformly polar and of low 
activity in dispersions, but high in dry oils. Only the tocopherols and 
ascorbic acid appear to function in nature as membrane and fat cell 
antioxidants in the sense defined in this paper (although carotenoids 
are antioxygenic in the sense of singlet oxygen quenching) . Other 
"natural" antioxidants are designated in this paper as incidental 
antioxidants, i. e. , they have been shown to function as antioxidants in 
bulk oil or dispersed test systems, but have no comparable natural 
function. 'Ihe applicability of the polar paradox rationale will be 
discussed for three main classes: synthetic antioxidants, the true 
natural antioxidants (the tocopherols and ascorbic acid) and incidental 
antioxidants. 

Synthetic Antioxidants 

Tables 45 , 26 and s5 show the detrimental effect of increasing 
lipophilicity on antioxidant effectiveness in bulk oils in a homologous 
series of synthetic compounds. In these vegetable oils modification by 
increasing the alkyl chain length of either gallic acid esters or 
alkylated hydroquinones progressively decreases antioxidant 
effectiveness in bulk oils. Increasing hydroquinone ring methylation 
beyond one methyl gioup shows similar effects, as Table 65 

demonstrates. Similar effects in bulk oils are shown for the caffeate 
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and ferulate esters29 ' 3 0, and in the fla3~nes, where the most polar 
member is the most effective antioxidant ' 32 • For the focx:l-approved 
synthetic colTtpQ~ds the ascending order of lipophilia is Propyl Gallate, 
TBHQ, BHA, BHT3 • Although the compounds differ in other respects , it is 
worthy of note that BHA and BHT are nearly completely ineffective in 
vegetable oils ~ile Propyl Gallate and TBHQ are very effective in 
ascending order . The latter two are also more effective than BHA and 
BHT in the same order in larct34 • 

Table 4. Effect of Increasing length of Alkyl Chain on 
Antioxidant Activity of Gallic Acid Esters 

AOM Stability of Vegetabl e Oil 
(Hours to PV 70) 

Cotton Seeda Safflowe~ 

Antioxidant 
Treatment 
of Oil (% by wt) wt 9.:, 

0 AOM Control wt% AOM 

Gallic Acid 0.05 27 

Propyl Gallate 0.01 19 9 0.05 24 

Hexyl Gallate 0.05 22 

octyl Gallate 0.01 11 8 

Oodecyl Gallate 0.01 10 8 

asherwin (1976) '26 

brhompson and Sherwin (1966) 5 

264 

Control 

9 

9 

9 
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Table 5. Effect of Increasing Alkyl Chain I.engtl1 on Antioxidant 
Activity of Substituted Hydroquinonesa 

Oil Life (Time to PV 70)b 

Antioxidant (0 . 05 
wt % in Safflower Oil) 

AOM at 210 •F 
Hours 

None (Control) 

Hydroquinone 

Methylhydroquinone 

Pentylhydroquinone 

Octylhydroquinone 

Dodecylhydroquinone 

~ompson and Sherwin (1966) 5 

~eq. peroxide/kg oil 

9 

39 

69 

50 

46 

34 

265 

Storage at 110•F 
Days 

21 

191 

330 

203 

208 

162 



Table 6. Effect of Ring Methyl Substituents on Antioxidant 

Activity, Reduction Potential and Solubility 

of Substituted Hydroquinonesa 

Antioxidant (0.05 
wt % in Safflower Oil) 

None (Control) 

Hydroquinone 

Methylhydroquinone 

2,3- Dimethylhydroquinone 

2,5- Dimethylhydroquinone 

Oil Life 
(Hours to PV 70) 

AOM at 210•F 

9 

39 

69 

36 

36 

2,3,5-Trimethylhydroquinone 19 

Tetramethylhydroquinone 9 

~ompson and Sherwin (1966) 5 

Reductio?b 
Potential 

Solubility0 

----------------

0 . 681 

0.623 

0 . 582 

0.480 

Water Benzene 

Soluble Insoluble 

Very Sol. Slightly 

Soluble 

Sol. Hot Slightly 

Slightly Very Sol . 

bvolts. Latimer (1938) 27 . standard oxidation- reduction potential. 

cCRC Handbook of Chern. and Phys. 197828 . 

The Tocopherols and Ascorbic Acid 

As noted above, the tocopherols (Figure 8), especially alpha tocopherol 
(Vitamin E) , and ascorbic acid (Vitamin C) , acting in concert have been 
solidly established as the true natural membrane, organelle and adipocyte 
or oil droplet antioxidants. Dispersions, not bulk monophases, are the way 
lipids are displayed in natural tissue. Supporting the tocopherols is the 
reductive glutathione- ascorbic acid cascade (Figure 9), whose energy 
finally derives from glucose oxidation. 

Figure 8 shows three of the common tocopherols . It has been well 
established that relative effectiveness of tocogherol in bulk oils is in 
the descending order delta, gamma, beta, alpha 3 . This is contrary to 
what might be predicted from relative reduction potential (alpha - 0.273, 
beta, - 0.343, gamma - 0.348, and delta - 0.405 , pH 7 basis, where the less 
negative mrrnber corresponds to greater tendency to donate hydrogen atoms or 
electrons36 . Observed relative tendency to be autoxidized is consistent 
with the reduction potentials37 ' 38 . Relative steric hindrance would 
appear to decrease from alpha through delta. Such increased methyl 
substitution normally stabilizes the aryloxy radical and increases 
effectiveness. 
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a -Tocopherol 

CHa 0 CHa 
/ "'-. I 

// / C- R 
H- v 1 I 

HO - ~ "'-. CH2 

H "'-c/ 
1 

H2 
{3-Tocopherol -y- Tocopherol 

(R = side ehain shown above in a-tocopherol) 

Figure 8. Three naturally occurring tocopherols . 
(Reproduced with pennission from Ref . 53.) 

GLUCOSE ) NADP+ 2GSH DHAAX AOH ;:_ ROO• 
6-PHOSPHATE X X 
RIBOSE 
5-PHOSPHATE NADPH GSSG , AA AO• 
+ co2 ROOH 

DHAA 

AA 

Figure 9. Hexose monophosphate shunt and regeneration 
of antioxidants. 
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In conti8st, the relativi effectiveness of the tocopherols in dispersed 
systems39' and liposomes4 is in the opposite order, alpha being 
notably the most effective. The order is alpha>>beta>gamma>>del?. 
Judging by their e lution behavior in chromatographic systems37 ' 4 , the 
order of decreasing lipophilicity is alpha, beta, gamma, delta, 
corresponding to the effectiveness in dispersed systems. 

Similarly correlated with the state of dispersion of the oxidizing 
lipid and the polarity of its environment is the antagonism of tocopherols 
to other lipophilic antioxidants in bulk oils, including a self- antagonism 
cormnencing at concentrations of over 1000 ppm. The bulk oil tocopherol 
antagonism for BHA and ethoxyquin (6-ethoxy-2,2,4- trimethyl-1, 
2-dihydroquinoline), both highly lipophilic and effective antioxidants in 
dispersions, is manifest at concentrations ~f alpha-tocopherol as low as 
20 ppm and becomes nearly total at 500 ppm4 , a typical concentration in 
vegetable oils. 

Interestingly, the tocopherol self-antagonism is relieved in dispersed 
lipids such as the dis~rsed lard of crackers, pastry and potato chips, in 
contrast to bulle lard4 . In addition, in the same items, the tocopherol 
antagonism for BHA manifest in bulk lard is changed to a pronounced 
positive synergism. It is also noteworthy that BHA is virtually without 
antioxidant effect in bulk soybean vegetable oil containing high levels. of 
tocopherols, but in the dispersed phase in soybean oil-based salad 
dressings, it becomes an effective antioxidant45 . 

Ascorbic acid and its derivatives also obey the polar paradox 
rationale. Ascorbic acid may be esterified with palmitic acid at the 6 
position to change its strongly hydrophilic to moderately lipophilic 
behavior, although no derivative i s easily soluble in fats and oils. The 
change adds little to its effectiveness in bulk oils, but in dispersed 
systems~ ascorbyl palmitate is much more effective than ascorbic 
acid4 ' 40 . It i s noteworthy that the antioxidant effectiveness of 
ascorbic acid is dependent on the presence of tocopherol, which it 
continuously and stoichiometrically regenerates47 . Thus, ascorbic acid 
is very effective when added a l one to vegetable oils, but not in lard, 
which is very low in tocopherols. 

Incidental Antioxidants 

In the natural world, there is an abundance of polar di- and tri
phenols, which are often esterified or in glycosidic linkage with even 
more polar sugars48 . Tea, wine, vegetables and fruits have an abundance 
of phenolic acids, hydrolyzable and condensed tannins and flavonoids . 
catecholamines (which rapidly autoxidize) occur in animal tissue. These 
are usually very effective antioxidants in dry bulk oils, their activity, 
other things being equal , seeming to increase with every added ortho or 
para polar OH group. However, as was shown with several examples 
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(qu~tin, hydroquinone, caffeic acid, chlorogenic acid and gallic 
acid ) , these are relatively ineffective in HSV situations like 
emulsions and membranes, providing they are present at comparable 
concentrations to lipophilic antioxidants. 

Disadvantages of Most Polar Antioxidants. 

The ubiquit ous polar incidental antioxidants found in FY plants and 
animals also often have drawbacks for their use in foods4 . They often 
taste bitter or astringent. They tend to fonn colored complexes with 
trace metals and complexes with proteins, even in the unoxidized state. 
The quinones r esulting from their oxidation, which is usually enzymic, are 
toxic and aggressively react with amine or sulfhydryl groups of amino 
acids, proteins and phospholipids to fonn dark, insoluble melanins . They 
are also antagonistic to thiamine, which can result in deficiency in the 
tea-drinking cultures of Southeast Asia. 

Scarcity of Lipophilic Antioxidants in Nature. 

The increased demand for antioxidants in the vulnerable preprocessed 
convenience foods with dispersed rather than bulk lipids together with the 
consumer suspicion of synthetic antioxidants has resulted recently in an 
unpr::=g~ted search for appropriate antioxidants from natural 
sources . Unfortunate! y, except for the tocopherols , there are not 
many lipophiles suitable for d i spersed lipids. Seed oils and bran of oats 
and sesame, rice bran hulls and oils, and the spices thyme 
(paramethoxythymol), turmeric (curcumin), cloves (eugenol), vanilla 
(vanillin), red pepper (capsaicin), ginger (zingerone) , and rosemarv and 
sage (carnosol and rosmaridiphenol) are among the few candidates51,- if 
one excludes urushiol , the active principle of poison ivy. Most of the 
spice (incidental) antioxidants are highly flavored or colored. The 
lipophilic rosemary antioxidants, true to the polar paradox, show l ittle 
activity in vegetable oils , are only moderately effective in animal fats , 
but quite e ffective in emulsions. Bilirubin, the bile pigment, is highly 
lipophilic and has been shown to be antioxidant, but probably only 
incidentally to its ma.in function as part of the breakdown pathway for 
hemoglobin. It also conforms to the polar paradox rationale, since it is 
much more effective in l ecithin liposomes than it is in homogeneous 
solution52 . Porphyrins like chlorophyll or pheophytin are antioxidant 
in the dark but pro-oxidant in light, a paradoxical behavior traceable to 
the photoactivated fonnation of singlet oxygen51 . 

Impact of the Polar Paradox on Ration Fonnulation. 

It is evident from the above discussion that the disparate 
effectiveness of antioxidants in bulk versus dispersed systems must bear 
on the choice of antioxidants for protection of l ipids in military 
rations. In salad and cooking oils, for exampl e, the more lipophilic 
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antioxidants like lEA, BHI' and eugenol are CO\.U1terindicated, both because 
of low inherent effectiveness in this milieu and because, in vegetable 
oils, there is very strong antagonism from the more liiXJphilic 
tocopherols, such as alpha tocopherol (Vitamin E) . The predominantly 
IXJlar natural incidental antioxidants, on the other hand, like those from 
tea and vegetables, together with ascorbic acid, achieve good protection 
when mechanically dispersed in bulk oils, even when, as with ascorbic 
acid, they are virtually insoluble in the medium. In this connection, it 
should be recalled that the presence of tocopherol is essential for the 
regenerant action of ascorbic acid which is very ineffective without an 
additional primary antioxidant. 

In dispersed systems, however, which are the typical conditions in many 
military ration items, lipophilic antioxidants at equal concentration are 
very much more effective than polar compounds. In the tocopherol series, 
the effectiveness is alpha>>beta>gamrna.>>delta in such dispersions, whereas 
the reverse is true in bulk oils. In addition, tocopherols in dispersed 
systems synergize rather strongly to give a pronotu1ced additive effect 
with lipophiles like BHA. Thus, at the present time, if one desires 
natural antioxidants for constnner acceptance, alpha tocopherol, eugenol or 
rosemary extract , possibly reinforced with ascorbyl palmitate (but not the 
free acid), are good choices. Synergism of the natural antioxidants with 
synthetic lipophiles like BHA and BHI' can greatly reduce the needed 
concentrations of these synthetics. 

It should be emphasized, however, that such characteristics as the high 
volatility of BHA or BHT, or vulnerability to heat and alkaline conditions 
(reducing carry-through of the short-chain substituted hydroquinones and 
gallates in baldng) must be considered. Fonnulation and processing 
conditions may affect these stability trai ts also, as in the beneficial 
volatility of some lipophiles like lEA or eugenol in seldom-opened 
packaged goods, or loss of volatile antioxidants in freeze-drying. 
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ABSTRAcr: Milk has long been known as a nearly complete food, being 
a rich source of calcimn, riboflavin, and protein. The high incidence of 
lactose intolerance, especially br noncaucasians, has resulted in their 
avoidance of milk and milk products and, therefore, they cannot benefit 
from the nutrients supplied by milk. The percentage of lactose 
intolerance is higher in the military than in the general population (35% 
vs 15%) , a fact that has convinced the Services to seek a lactose-reduced 
dry milk, low in fat , as a replacement for nonfat dry milk currently used 
as a component of the B-Ration, T-Ration, and Pre-Positioned War Reserved 
Stocks. 

lactose is hydrolyzed to glucose and galactose by the enzyme 
beta-galactosidase. The enzyme is subject to severe competitive product 
inhibition by the galactose produced in a batch system and thus the 
process requires excessive amounts of costly enzyme for a high degree of 
conversion. An economical method for reducing product inhibition could be 
an immobilized lactase reactor modeled after the mammalian intestinal 
mucosa. Commercial yeast lactases were tested for stability in skim milk 
ultrafiltration penneate at 20, 30, and 4o·c. Enzymes derived from 
Kl.uyveromyces lactis, possessing different lactase activity units, were 
found to be the most stable. The K. lactis enzyme with the greatest 
lactase activity units was immobilized on an ultrafiltration hollow fiber 
membrane to determine the best terrperatures and flow rate for lactose 
hydrolysis and stability. Results indicat~ reactor conditions of 5 psi and 
3o·c with an enzyme load of 2000 nqjO. 06m to be the best tested. This 
reactor appeared to minimize the problem of product inhibition through 
continuous removal of galactose. lactose reduction for milk products 
could be conducted through ultrafiltration of skim milk, followed by 
lactose hydrolysis of the permeate through an ultrafiltration lactase 
reactor. 
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INTROOOcriON 

'Ihe principal carbohydrate in animal milk is lactose. It is 
hydrolyzed by the enzyme 13-galactosidase (lactase) to form glucose and 
galactose. Lactase is located in the small intestine and plays an 
important role in infant nutrition. Most adult populations are lactose 
intolerant because of insufficient quantities of lactase in their small 
intestine. These individuals tend to avoid milk because of the risk of 
serious discomfort. caucasians are the exception, especially those from 
Northern European descent (Montgome:ry et al. 1991) . The development of 
commercial lactase ( 13-galactosidase) has stimulated production of products 
that are lactose- reduced. The enzyme is able to hydrolyze lactose into 
the monosaccharides, glucose and galactose, which are readily absorbed by 
the small intestine. Lactose- intolerant individuals are now able to 
benefit from the nutrients supplied from milk. This reduces the danger of 
low-intake levels of calcium, phosphorus, vitamin D and riboflavin (Rand, 
1981). The United States Anned Forces have expressed a need for a 
low- fat, d:ry milk that i s lactose reduced. 'Ihe percentage of 
lactose- intolerant individuals in the milita:ry is much greater than it is 
for the general American population due to the higher ratio of 
noncaucasians present. 

'Ihere are a variety of corrnnercial lactase enzymes available for use in 
food. These enzymes are derived from yeast and mold. The yeast lactases 
are heat labile (Mahoney and Whitaker, 1977; Guy and Bingham, 1978; 
Mahoney and Wilder, 1988 ; Mahoney and Wilder, 1989) and have optimum 
activity in the neutral pH range, which is typical of milk and whey 
permeate. Mold lactases are more heat stable (Rand and Linklater, 1973), 
but have an optimum activity in the acidic range. Enzymes derived from 
different sources have demonstrated dissimilar properties due to 
variations in enzyme- substrate affinity (Jacober- Pivarnik and Rand, 1984; 
Garg et al . 1989) . Temperature and optimum pH have been fotmd to vary 
depending on the source and even the particular corrnnercial preparation 
(Gekas and I.opez-I.eiva, 1985). 
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The objective of this study was twofold. The first part was to 
detennine the stability of commercial lactase enzyme preparations in skim 
milk ultrafiltration penneate at varying storage temperatures. The 
results would determine which sources of lactase would be best suited for 
batch operations under fixed conditions and establish the potential for 
continuous use in an irrnnobilized reactor. '!he second aspect was to 
establish conditions of hydrolysis and stability for the localized enzyme 
membrane reactor in the hydrolysis of lactose from milk. 

Studies have established the stabilizing effect of various substrates 
on lactase. Milk and whey have been fourrl to increase the stability of 
Kl.uyyeromyces lactis (Dahlqvist et al. 1977) Kl.uyyeromyces fragilis 
(Mahoney and Adurnchuck, 1980) Kl.uyyeromyces marxianus (Mahoney and Wilder, 
1988) and Escherichia coli (Mahoney and Wilder, 1989). The increased 
stability was attributed to the stabilizing properties of the casein and 
whey proteins. Mahoney and Adurnchuck (1980) also observed that lactase 
activity was controlled by the ionic environment. 

Product inhibition has represented a major disadvantage to batch-type 
processing. large quanti ties of expensive enzymes have been required to 
increase percent lactose hydrolysis in the process. Reduction of 
galactose during lactose hydrolysis would greatly increase enzyme 
efficiency. Finnie (1980) tested a coupled enzyme system (,8-galactosidase 
together with ,8- D-galactose dehydrogenase) as a means of removing 
galactose from the reactor through enzymatic conversion. 

The siltplest method would be to remove the product as it was being 
produced (Rand, 1981). A continuous process reactor utilizing immobilized 
enzymes would achieve this goal . Studies to irrnnobilize the enzyme on 
various supports were reviewed by Shukla (1975) . These systems suffered 
from enzyme instability attributed to enzyme denaturation and leakage. 
Coughlin and Charles (1980) concluded that tubular reactors containing 
catalyst appeared to be the best choice for large-scale hydrolysis of 
lactose from milk and whey. Senecal (1991) found that K. lactis lactase 
was an enzyme source with potential for long- term continuous use in milk. 

An attractive alternative method of enzyme immobilization is 
ultrafiltration (UF) . These "membrane bioreactors" take advantage of the 
differences in size between the enzyme and the product (Cheryan and 
Mehaia, 1986). The method cormnonly used is the continuous-stirred tank 
reactor ( CSTR) . The enzyme is recirculated with the substrate in the UF 
mode (Roger, et al. 1978; Huffman-Reichenbach and Harper, 1982; Cheryan 
and Mehaia, 1986). Another method involves entrapping the lactase enzyme 
in the shell side of a hollow fiber membrane and hydrolyzing the substrate 
in the recycle mode (Breslau and Kilcullen, 1975; Huffrnan-Reichenbach and 
Harper, 1982) . Disadvantages are excessive enzyme leakage unless 
covalently bonded to the membrane. 

279 



SENECAL & RAND 

A membrane lactase reactor, modelled after the mammalian small 
intestine, has been developed by localizing Kluvveromyces lactis on the 
lumen side of a hollow fiber in a pressure-induced flow regime (Maculan, 
1979). 'Ihe reactor reduced product inhibition through removal of 
galactose. At the same time, lactose was fed into the reactor maintaining 
high concentration levels near the enzyme. Mahoney and Wilder ( 1989) 
demonstrated the stabilizing effect of high lactose concentration on 
lactase from Escherichia coli. Problems associated with enzyme leakage 
were easily solved by proper selection of membrane porosity. A 
disadvantage was that the enzyme was severely denatured by contact with 
the polysulfone membrane material. This was resolved by loading bovine 
serum albumin ahead of the enzyme. The protein fonned a protective bed 
that doubled the half- life of the enzyme reactor. 

The membrane reactor operates in the single pass mode. Therefore, the 
membrane chosen should be permeable to the substrate employed to avoid 
changes in flux. Milk would be an unsuitable substrate for this system 
because of the presence of high molecular weight compounds. However, milk 
UF penneate composed of low molecular weight compounds could be a feasible 
substrate. An interesting approach would employ a hollow fiber membrane 
with a small enough pore size to retain proteins inherent in the milk UF 
penneate. This would result in utilization of the substrate's own protein 
material as a protective layer against lactase denaturation by the 
membrane material . All the studies involving enzyme "i.nnnobilization" in 
hollow fiber membranes employed buffered lactose solutions as the 
substrate. These systems were brportant for establishing operating 
conditions but had little application to industry. Research utilizing an 
UF food substrate would detennine the possibility of applying the reactor 
industrially and could easily be adapted to membrane processing of milk. 

MATERIAlS AND MEI'HOCS 

Materials 

Maxilact LX 5000 (KL5000) yeast lactase derived from Kluyyeromyces 
lactis was donated by Gist- Brocades USA Inc. (Charlotte, NC). I.actozyme 
3000 L (KF3000) yeast lactase from Kl.uyyeromyces fragilis was furnished. by 
Novo laboratories (Danbury, CI'). Neutral lactase 8000 (KIBOOO) from K. 
lactis was provided by Biocon (US) Inc. (Lexington, KY). Neutral lactase 
(NI.CP) derived from Candida pseudotropicalis was provided by Pfizer Inc. 
(Milwaukee, WI) . lactase YL "Amano" (YLCS) from Candida §Ih was supplied 
by Amano International Enzyme Co. , Inc. (Troy, VA) . low- heat nonfat cb:y 
milk (NIM) was purchased from land O'I.akes Inc. (Minneapolis, MN). Skim 
milk was bought through the University of Rhode Island Dining Services 
(Kingston, RI). All other chemicals were reagent grade. Reverse 
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osmosis/deionized (RO/DI) purified water was used throughout the study. 

Meas urement of Enzyme Activity 

lactase activity units (IAU) for the conunercial enzymes were assayed 
in NI:M according to the procedure of Jacober- Pivarnik and Rand (1984 ) with 
a modification. The enzyme concentrations were prepared in a o .1 M 
potassil.nn phosphate buffer, pH 6. 5, in place of distilled deionized water 
or 0 .1 M imidazole- HCl buffer. Glucose production was measured in ng% 
with a YSI Model 23A Glucose Analyzer (Yellow Springs Inst.nnnent Co., 
Yellow Springs, OH) . IAU were calculated from the micromoles of glucose 
produced per minute per milligram of enzyme. 

Production of Skim Milk Ultrafiltration Pe:rmeate 

Skim milk ultrafiltration pe:rmeate (SMUFP) was produced through the 
ultrafiltration (UF) of skim milk with a lab 5 Hollow Fiber Membrane 
system (Romicon Inc., Woburn, MA). The process was conducted in a recycle 
batch operation with an inlet pressure of 25 psi and an outlet pressure of 
5 psi. The hollow fiber membrane cartridge was a mso with a nominal 
molecular weight cutoff of 50, 000 daltons and an area of 5 ft2 . The 
skim milk was preheated to 40°C by passing through the system's heat 
exchanger, with pe:rmeate ports closed. Once temperature was reached, the 
system was maintained at 40 °C throughout the operation. The SMUFP 
constituted 80% of the original skim milk. 'Ihe pe:rmeate to be used with 
the UF lactase bioreactor was stored at 4 o C with 0. 1 % potassitnn sorbate 
added as a bacterial retardant. 

Substrate Composition 

'Ihe composition of skim milk and SMUFP was determined by the 
analytical section of the Food Engineering Directorate of the United 
states Army Natick Research, Development and Engineering Center (Natick, 
MA) • Percent lactose present in the substrates was determined using a YSI 
Model 27 Industrial Analyzer (Yellow Springs Instrument Co. , Yellow 
Springs, OH). Table 1 lists the composition of skim milk and whey 
penneate. 

Table 1. Composition of skim milk and skim milk UF pe:rmeate 

SUbstrate pH Protein lactose ca P K 
Skim milk 6.6 3.3 5.1 131 105 158 
SMUFP 6.5 0.5 5.4 34 43 149 
Metal ions are expressed in rrg/100 grams. 
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Enzyme SUbstrate Preparation 

All glassware and handling equipment were sterilized to minimize 
bacterial contamination. SMUFP was added in 84 mL aliquots to culture 
bottles in a laminar flCM hood. A single crystal of thymol, a 
bactericide, was added to each bottle to delay the onset of the natural 
bacterial loads present in the substrates and enzymes. Commercial enzymes 
were added aseptically to the bottles in 1000 ng equivalents. The 
densities of the liquid lactase were detennined and the 1000 ng amount 
added by pipet. The enzyme-substrate preparations were placed in water 
baths at temperatures of 20, 30 and 4o·c. Controls for each substrate, 
without enzyme addition, were used to monitor the effect of thymol in 
resisting bacterial contamination. This was accomplished by periodically 
monitoring the pH of the samples . 

Assay Procedure for Enzyme Stability 

Enzyme- substrate preparations were assayed initially and periodically 
for IAU. The assay procedure was similar to the method used in the 
initial screening of the enzymes in NrM with modifications. A 0.5 mL 
aliquot of the enzyme-substrate was added to 2. 5 mL of reconstituted NI:l1. 
Another 0. 5 mL aliquot was added to a second tube containing 2. 5 mL of 0. 1 
M potassitnn phosphate buffer, pH 6.5. The buffer was used to monitor the 
background quantities of glucose present in each preparation, attributed 
to the initial presence of lactose in each substrate. The amount of 
enzyme assayed in each tube was equal to 5. 95 ngjmL. 'Ihe enzymes were 
assayed periodically until they had lost at least 50% of their initial 
activity. Stability determinations were conducted in duplicate. The 
half-life for each condition was read directly from the percent remaining 
activity curve. 

Effect of Increasing Enzyme Concentration on Stability 

The lactase enzymes that displayed activity units considerably lower 
than the K. lactis derived enzymes, from the NrM assay, had their protein 
concentrations increased for additional stability studies in SMUFP at 20 
and 3o•c. Protein concentrations tested were 2700 mg KF3000, 3700 ng NICP 
and 3700 mg YLCS. These enzyme concentrations were derived from the 
difference in IAU between these lactase and LKSOOO (initially assayed as 
5600 IAU). 

IDealized Enzyme UF Reactor 

A schematic of the localized enzyme UF reactor is presented in Figure 
1. Enzyme immobilization was conducted with an Amicon CH-4 Hollow Fiber 
Cartridge Adapter (Amicon Corp. , Lexington, MA) . A H1P30 hollCM fiber 
membrane was used in the stu~. The membrane, corrposed of pol ysulfone, 
had a surface area of 0. 06 m and a nominal molecular weight cutoff of 
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Figure 1. Ultrafiltration Enzyme Bioreactor 
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30,000 daltons. The pressure of the system was preserved with a Bio Fiber 
Pressure Vessel and Bio Fiber Pump Module (Bio-Rad Laboratories, Richmond, 
CA}. Pressure was controlled through a pressure switch (United Electronic 
Controls Co., Watertown, MA} and a relay control (Wilkens-Anderson Co., 
Chicago, IL} . Temperature for the enzyme reactor was controlled by 
placing the cartridge above the water level in a covered Tecam Water Bath 
(Techne , Inc., Princeton, NJ} • The substrate was kept at 2-4 oc in i ce. 
The substrate was preheated with a Parker D.lal Heat Exchanger (King-Gage 
Engineering Corp. , Natick, MA} prior to entrance into the reactor. The 
t emperature of the heat exchanger was controlled by a Fo:rma Scientific 
Water Bath and Circulator Model 2067 (Fonna Scientific Inc. , Marietta , 
OH} . 

Operation of localized Enzyme UF Reactor 

A 200 mL quantity of SMUFP was pumped into the pressure vessel 
reservoir and loaded. onto the lumen side of the membrane at 10 psi. This 
depos ited a protective protein bed .that separated the enzyme from the 
membrane ma.terial. Lactase derived from K. _lactis was dispersed into 100 
mL of SMUFP and pumped into the l umen at 10 psi with the retentate port 
closed and the penneate port open. This was fol lowed by the SMUFP, which 
was pumped continuous! y through the reactor at the desi red temperature and 
pressure. 

Enzyme Assay 

The enzyme solution (1000 ng/100 mL of substrate} was assayed for 
activity units prior to loading the reactor, and upon recovery from the 
reactor and completion of the run. lactase activity units (IAU} were 
determined in Nil'1 according to the method for the enzyme stability in 
SMUFP. 

Reactor Assay 

The hydrolyzed penneate was collected periodicall y and monitored for 
glucose production per hour, pH, and system flux. The glucose produced was 
expressed as ngjhr at maxinrum steady state. The penneate was assayed for 
lactase activity to check i f enzyme l eakage had occurred through the 
membr ane . 

RESULTS AND DISCUSSION 

Activity Units of Commerci a l Yeast Lactases 

The IAU for the commerci a l yeast l actases assayed in Nil'1 and 
orthonitrophenol -B-D-galactosidase (ONFG} (Manufacturer ' s Product 
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Specification) are listed in Table 2. 'Ihe data revealed appreciable 
differences in activity for enzymes derived from K. fragilis, c. 
pseudotropicalis arrl c . .§Ih in the two test substrates. The K. lactis 
lactases displayed similar activities in both substrates. Therefore, 
these results deroc>nstrated the inp:>rtance of comparing commercial enzymes, 
since they do not always have the sa100 activity in all substrates. 

Table 2. Activity units of ocmnercial yeast lactases in NI:M and ONFG 

IAU* 
lactase NrM ONro** 
KlSOOO 5300 5000 
KLBOOO 8400 8000 
KF3000 1900 3000 
NLCP 1400 2750 
YLCS 1400 2500 
* IAU are per gram of enzyme per mL. 
** As reported by the manufacturer. 

%Activity 
106 
105 

63 
51 
56 

Effect of Temperature on Stability of lactases in SMUFP 

The stability of the yeast lactases, expressed in half- lives, in SMUFP 
at 20, 30 and 4o•c is presen~ in Table 3 . 'Ihe K. lactis derived 
lactases (KLBOOO & KlSOOO) deroc>nstrated analogous stabilities at 20 arrl 
3o•c. At 4o•c KLBOOO was two to three times more stable. The greater 
stability at 4o•c may have been attributed to the enzyme having higher 
activity units. KF3000 exhibited similar stabilities to the K. lactis 
lactases at 20 and 3o· c. However, at 4o•c the enzyme was denatured 
within the first hour. 'Ihe lactases taken from candida were slightly less 
stable at 3o·c and lost activity within the first hour at 4o•c. 

Table 3. Effect of temperature on lactase half-life in SMUFP 

lactase 2o·c 
KlSOOO 55 
KLBOOO 62 
KF3000 82 
NLCP 67 
YLCS 43 
Half-life is expressed in hours. 

3o·c 
15 
17 
14 
11 
10 

Enzyme concentration is 11. 9 rrg/mL substrate. 

4o·c 
5 

14 
<1 
<1 
<1 

Substrate pH is another environmental factor that affects enzyme 
stability. Each conunercial yeast lactase has an optimum pH range for 
enzyme activity. At pH's outside this range, activity and stability are 
severely impaired. Differences in lactase half- lives at 2o·c were 
controlled by the progressive spoilage of each enzyme/substrate mixture. 
Stabilities for the different commercial lactases reflected changes to a 
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pH below their optimum range of activity. At 3o·c, enzymes derived from 
IG.uyveromyces might have attained greater half-life values if spoilage 
could have been delayed. The candida-derived enzymes lost their 
stabilities due to effects of temperature. Activity was found to decrease 
rapidly below pH 5 . 9 for K. lactis derived l actases (Guy and Bingham, 
1978) and pH 5.5 for K. fragilis derived lactases (Wendorff and Amundson, 
1971; Mahoney and Whitaker, 1977). Dahlqvist et al. (1977) observed that 
stability in milk forK. lactis declined rapidly if bacterial growth 
occurred in milk. since SMUFP was processed at 4o•c, this temperature 
exposure might have resulted in increased bacterial load, thus reducing 
the useful shelf life. Thymol used as a bactericide worked well at 4o•c, 
but not at the lower test temperatures. This was probably due to lack of 
thymol solubility at 20 and 3o·c. 

Effect of Enzyme Concentration 

lactase enzymes that displayed considerable differences from KL8000 in 
IAU per ng of enzyme were increased to detennine the effects of enzyme 
concentration on stability. 'Ihe concentrations were increased 2. 7x for 
KF3000, 3. 7x for NI.CP and 3. 7x for YI..CS. At 3o•c there was a 1 hr 
increase in enzyme half- life for all three lactases. on the other hand, 
exposure at 2o·c resulted in a reduction in enzyme half-life. KF3000 
displayed COITparatively no changes in enzyme stability at either 20 or 
3o·c for enzyme concentrations of 11.9 ngjmL or 32.1 rrgjmL. Increasing 
enzyme concentrations 3. 7x resulted in stability reductions of 21% for 
NI.CP and 14% for YI..CS at 2o·c. It appeared that the the candida derived 
lactases were more sensitive to increased enzyme concentrations at 2o·c. 
The higher concentrations of enzyme might have increased the hydrolysis 
rate enough to reduce the stabilizing effect of lactose or these enzymes 
are more sensitive to increased galactose inhibition. 'Ihe effect was 
probably more apparent at 2o •c than 3o•c because of the much greater 
exposure time of the enzymes to cha11<Jes in substrate composition. 

K. marxianus derived lactases had very little change in stability in 
milk at 45•c with a 30-fold increase in lactase concentration (Mahoney and 
Wilder, 1988). on the other hand, an increase in enzyme concentration for 
~ coli in milk at 6o·c caused a decrease in the lactase's half-life 
(Mahoney and Wilder, 1989) . It is believed that the half-life fell as the 
result of an increase in hydrolysis. 'Ihe lactose concentration was 
reduced, minimizing the combined stabilizing effect of casein and lactose. 

Stability of K. lactis in a IDealized Enzyme UF Reactor 

'Ihe effects of glucose production vs flux at 20, 30 and 4o •c in a 
localized lactase UF reactor are shown in Table 4. The f lux and ng 
glucose produced per minute varied considerably with chai1<jes in 
temperature. However, rrg percent glucose and percent lactose hydrolysis 
were similar at all three temperatures. 
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Table 4.. Influence of temperature on flaw rate and glucose production in 
UF lactase bioreactors 

Tempe± .... ;..ure Mg% Glucose Mg Glucose(H Flux* %Hydrolysis 
20"C 2342 
30"C 2404 
40"C 2087 

All bioreactors were operated with 
controlled flow of 2. 5 psi. 

411 0 . 3 41.5 
911 0.6 44 . 1 

1470 1.2 38.1 
1000 ng of lactase and a pressure 

The values are an average over 6 h of operation for each bioreactor. 
* Flux is in r;m2 / h 

Temperature had a profound effect on the lactase UF reactor. 
Increasing the temperature 10 • C resulted in a rise in flux and glucose 
production. Reactor hal f - lives were estimated at approximately 47 hat 
20"C, 13 h at 30"C and 11 h at 40"C. The 30"C reactor demonstrated the 
best ratio of glucose production to flux and seems to give the best 
combination of activity and stability. The 20"C reactor displayed the 
greatest stability. However, the reactor required approximately 12- 14 h 
of operation to achieve maximum conditions. lDss of enzyme stability at 
20"C correlated with an increase in flux and may be attributed to 
denaturation by the membrane material. At 30"C, the enzyme was probably 
denatured by the reactor temperature over time (Senecal , 1992} or by 
bacterial contamination. 

Effect of Pressure on Flux and Glucose Production 

Figures 2 and 3 show the effect of increasing the operating pressure 
from 2. 5 to 5 psi on glucose production and flux . The increase in 
pressure from 2. 5 to 5 psi appeared to have increased and stabilized the 
concentration polarization layer. Glucose production was increased 159% 
and remained relatively constant for the first 6 h of operation. However, 
by 20 h the activity of the reactor had declined by 75%. Flux was 
increased 268%. However, this did not have a significant effect on the 
enzyme stability in the UF lactase reactor. The half- life of the 
reactor was estimated to be 15- 16 h . This represented a slight increase 
from the 13 h found at 2. 5 psi and was attributed to the quicker removal 
of galactose from the system. Maculan (1979} indicated that this type of 
reactor could reduce competitive inhibition through increased flow 
rates. 

Effect of Enzyme Concentration 

Figures 2 and 3 show the effect of enzyme concentration on glucose 
production and flux at 5 psi in the UF membrane reactor. Linear 
regression correlation coefficients for glucose production at 5 psi 
indicated that the 1000 ng ( . 995) and 2000 ng ( . 885} reactors displayed 
similar tendencies over time. However, the actual plot of each reactor 
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Figure 2. Effect of pressure and enzyme concentration on glucose 
prcx:luction for skim milk UF permeate in a lactase UF membrane bioreactor 
at 30°C. 
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Figure 3. Effect of pressure and enzyme concentration on flux for sklln 
milk UF permeate in a lactase UF membrane bioreactor at 30°C. 

288 



SENECAL & RAND 

showed that they had considerable operating differences. The 1000 m:J 
enzyme reactor ( lx) displayed a linear reduction in glucose production and 
flux over time. This never ccurred in the 2000 rrg lactase reactor (2x) . 
Initially, the 2x reactor performed similarly to the 1x reactor. However, 
unlike the 1x reactor, flux eventually increased in the 2x reactor. This 
increased flux resulted in the 2x reactor sustaining glucose production at 
an allnost steady state for about 14 h of operation. This was the only 
reactor tested that displayed steady state glucose production for a period 
of time. Protein analysis of the penneate established that 18 . 7% more 
nitrogen containing material was penetrating the UF membrane. This was 
probably due to protein hydrolysis by protease enzymes. Commercial 
lactase enzymes have been shown to contain protease (Mahoney and Wilder, 
1989) • Increasing enzyme concentration might have resulted in an increase 
of protease enzymes, which had a reducing effect on the concentration 
polarization layer over time. 

Doubling the enzyme concentration increased the stability of the 
lactase UF reactor. The reactor had a half-life of approximately 19 h. 
This was approximately 20% greater than the 1000 rrg reactor. Percent 
lactose hydrolysis during the first 6 h of operation was increased 8%. 
This was equivalent to the conversion rates displayed in the 2. 5 psi 
reactors over the same periods of operation. 

CONCIDSION 

There are two important factors identified in the present study that 
demonstrate the linportance of choosing the yeast-derived lactase to fit 
the processing situation. First, the stability of commercial lactases is 
dependent on the yeast source from which the enzyme was derived. 
Secondly, the enzyme concentration has little effect on increasing lactase 
stability. Iactases derived from K. lactis have the greater overall 
thennostability of all the commercial yeast-derived enzymes. The other 
yeast-derived lactases were completely denatured within 2 h at 4o•c and 
increasing their enzyme concentration did not extend their half-lives. 
The KLBOOO lactase derived from K. lactis was immobilized on a UF membrane 
bioreactor. The bioreactor that operates at 5 psi and 3o•c with an enzyme 
concentration of 2000 rrg combines the highest levels of glucose proouction 
and stability. This bioreactor demonstrates the potential for utilization 
in a continuous process for the reduction of lactose in milk. 
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ABSTRACT: The research on intrinsic chemical markers was undertaken 
to find a long sought objective method for validating that a pathogenic 
microorganism in the center of a particulate food received a sufficient 
heat treatment to ensure its destruction. SUch a method would facilitate 
approval of new thermal processing techniques and would enable food 
processors to provide a commercially sterile product without compromising 
nutrition and quality. 

The chemical structure of the three intrinsic chemical markers found 
in aseptically processed particulate foods has been investigated. 
D-fructose was identified as the precursor for two markers, M-1 and M-3. 
M-1 is observed in heated meats, fruits, and vegetables. M-3 is observed 
primarily in heated fruits. M-1 and M- 3 were purified from heated orange 
extract by anion exclusion chromatography and analyzed by gas 
chromatography-mass spectrometry {GC-MS). M-1 has a mol ecular weight of 
144 and a unique fragmentation pattern that matches the library spectrum 
of 2, 3-dihydro-3, 5-dihydroxy-6-methyl- 4 {H) -pyran-4-one {DHDHMP) . Its 
molecular weight was also confirmed by therrnospray liquid 
chromatography-mass spectrometry {I.C-MS), and its UV absorption maximum 
matches the published value of 298 run for DHDHMP . The formation of DHDHMP 
proceeds either by dehydration of D-fructose or by the Maillard reaction 
involving D-glucose and amines through the 2,3- enediol and methyl 
dicarbonyl intermediates. GC-MS analysis of M-3 produced a mass spectrum 
that matches the library spectrum of 5-hydroxymethylfurfural {HMF) . M-3 
and authentic HMF show the same UV absorption spectrum and the same 
retention time on the anion exclusion chromatographic column. The 
formation of M-2 , a small molecule of about 200-dalton molecular weight 
observed primarily in heated meats . involves both the proteins in the meat 
and a small water-soluble molecule. 

These results a long with previous kinetic characterization put this 
Thermal Process Validation ('IPV) method on a firm physical chemical 
basis. Its use with new t echnologies ensures that high quality, 
shelf-stable paclcaged rations can be provided to troops in the field. 
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INTRODUcriON 

In the new thermal processes where food particulates are sterilized 
under flowing conditions either with the scraped surface heat exchanger or 
by ohmic heating, it is not practical to monitor the temperature-time 
profile within the particulate and thus prove sterility at the cold spot of 
a moving particulate. For this reason, the Food and Drug Administration 
(FDA) has not approved the aseptic processing for low-acid foods containing 
particulates. 1 In the past, several authors reported attempts to 
demonstrate sterility of foods by monitoring destruction of compounds 
commonly present in foods. 2- 4 Since only a small fraction of such 
compounds are destroyed under nonnal thermal processing conditions, such an 
approach suffers from experimental uncertainties involved in l!c8asuring 
small changes from a high baseline concentration . 

In the new approach undertaken here, the concentration of compounds 
not present in unheated foods but produced upon heating (intrinsic chemical 
markers) is correlated with the reduction in the population of test 
microorganisms, s uch as B. stearothermophilus. 5 The key feature of the 
correlation is that the decadic reduction in the bacterial population, 
i. e., log(N0 /N) where N0 is the initia l population and N is the 
survivor population, is proportional to the marker concentration expressed 
as M/~ where M is the observed marker concentration and~ is the 
limiting value of M. This feature makes the chemical markers extremely 
useful for validating thermal processes. 6 

Recently, we identified three compounds that appear to be useful 
intrinsic chemical markers with regard to their easy detectability and 
appropriate kinetic parameters , s uch as the rate constants and the 
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activation energies. 5 One of the markers, M-1, was observed in heated 
meats, vegetables, and fruits. A second compound, M-2, was observed 
primarily in heated meats, such as beef, pork, and chicken. A third 
compound, M-3, was observed in heated fruits. Since these are compounds 
not initially present in foods at appreciable concentrations, it becomes 
necessary to determine the chemical identity of the markers as well as the 
precursors. 

The chemistry of marker formation from precursors is also important 
because we need to understand how the marker formation depends on the 
chemical environment (such as pH, ionic strength, water activity, etc.) 
and the precursor concentration in order to judiciously use the markers 
for thermal process validation. In this paper we outline approaches taken 
and techniques used for obtaining structural information about the three 
chemical markers and their precursors. 

MATERIAlS AND ME'IHODS 

Anion Exclusion Chromatography-Photodiode Array Detection (AEC-PAD) 

Aqueous extract from heated foods was filtered and injected into an 
anion exclusion chromatography (AEC) system. Alltech Model 440 metal-free 
pump delivered 10 mM sulfuric acid e luant at a 1. 0 mL/min flow rate. A 
Wescan (Deerfield, IL) anion exclusion cohnnn (sulfonated polystyrene/ 
divinylbenzene, 7. 8xlOO mm) and a Waters (Milford, MA) Model 990 
photodiode array detector (PAD) were used. TheW spectra of eluting 
compounds were collected every six seconds and stored in a computer for 
spectral analysis, chromatographic analysis, and three-dimensional or 
contour display. When necessary, the marker compounds were collected 
i.nunediately after the W flow cell for further instrumental analyses. 

Gel Filtration Chromatography 

Gel filtration chromatography was performed on an open colt.nnn (2x30 
em) using Bio-Gel P-2 (Richmond, CA; molecular weight cut-off, 2, 000) . 
Approximately 3-mL fractions were collected using a Gilson fraction 
collector. Collected fractions were analyzed for the markers by the above 
AEC-PAD system. 

Gas Chromatography-Mass Spectrometry (GC-MS) 

Purified markers were injected into the GC-MS system, which consisted 
of a Finnigan model 9610 gas chromatograph and a Finnigan model 4500 mass 
spectrometer. The GC column was a 60 m DB-5 with 0.32 mm inner diameter. 
An JNCOS data system and a 31331 spectra library were used. The column 
temperature was increased from 60°C to 200°c at a 10°Cjmin rate. 
The injector temperature was 150°C and the detector temperature was 
200°c. A flame ionization detector was also used with a Hewlett-Packard 
model 5890 gas chromatograph. 
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Liauid Chromatography-Mass Spectrometry (lC-MS} 

The parent molecular weight of the marker, M-1, was also determined 
by thermospray IC-MS by Dr. Robert Rosen at the center for Advanced Food 
Technology, Rutgers University . The instrument used was a Vestee Model 
201 mass spectrometer operated in the positive ion discharge mode. The 
saiTples were introduced directly into the system without an lC column. 

RESULTS & DISCUSSION 

Fig. 1 shows contour diagrams for water-soluble compounds in control 
beef and heated beef separated on an anion exclusion chromatographic 
column and detected by a photodiode array detector. The heated beef shows 
two compounds that were not present in unheated beef. One corrpound, M- 1, 
is eluted with 4 . 0 min retention time and has a UV absorption maximum of 
298 nm. Another compound, M- 2, is eluted with 5.8 min retention time and 
has a UV absorption maximum of 285 nm. M-1 was observed from a variety of 
food categories (meats, vegetables, fruits, extruded products and bread 
crust) and seemed to be the most useful marker. Therefore, initially most 
efforts were directed to determination of the precursor and the chemical 
structure of this compound. 

Precursor for M-1 and M-3 

In gel filtration chromatography smaller molecules penetrate the 
crosslinked network of the gel matrix more easily and are retained longer 
than larger molecules. Therefore, this method can be used to establish 
the molecular weight relationship between the precursor and the product in 
a simple reaction. When heated orange extract was run on a gel filtration 
colt.nnn (Bio Gel P-2) and each fraction analyzed for M-1 by the AEC-PAD 
system, M-1 was found around fraction 24 , which corresponded to a 
molecular weight of about 150 daltons (Fig. 2). To determine its 
precursor, unheated orange extract was separated on the same gel 
filtration column, the collected fractions were heated, and each heated 
fraction was analyzed for M-1. M-1 was observed in the heated fraction 21 
(molecular weight, about 200). Several candidate precursor compounds 
(glucose , fructose, ascorbi c acid, thiamin, s ucrose, etc. ) were heated in 
solution, and M-1 was produced only when D-fructose was heated (Fig. 3). 
Authentic D-fructose (molecular weight, 180) was eluted in fraction 21 
under the same gel filtration conditions. Thus, it appears that 
D-fructose in the orange extract (fraction 21) is converted to a smaller 
marker molecule (M- 1, fraction 24) upon heating. A similar rel ationship 
was also observed in vegetables and meats. 

When either the D-fructose solution or the orange extract was heated, 
another compound was observed by the AEC-PAD system. This compound turned 
out to be a useful marker as well and was named M-3. M-3 has a retention 
time of 7. 5 min and UV absorption maxima of /.85 nm and 230 nm (Fig. 3) • 
M-3 was found in fraction 26 after gel filtration separation of the heated 
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Fig. 1 Contour diagram for control and heated beef 
showing production of M- 1 and M-2. 
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orange extract. Therefore, M-3 appears to be even smaller than M-1. M-3 
was also produced upon heating D-glucose even though the yield was lower 
than from D-fructose. 

M-1 is 2, 3-dihydro- 3, 5-dihydroxv-6-methyl- ( 4H) -pyran- 4- one CDHDHMP) 

In order to purify M-1 and M-3 in large quantities, an orange extract 
containing added D-fructose (10% by weight) was heated in a sealed vial 
for 60 min at 130°C. The heated extract was passed through a disposable 
c18 cartridge to remove dark brown pigments and then injected into the 
AOC-PAD system through a 100 )lL loop. The eluted portion corresponding to 
M-1 was collected and evaporated in a desiccator. The remaining material 
was dissolved in methanol and analyzed by GC-MS. An electron impact 
spectrum was obtained that matches a published spectrum of 
2,3-dihydro- 3,5-dihydroxy- 6-methyl- (4H) - 4-one (Fig. 4, top). 7 A parent 
molecular weight of 144 was also observed in the mass spectrum. 

Analysis of the M-1 SaJ11Ple by thennospray I.C-MS in the positive ion 
discharge mode showed (M+H) + with a mje value of 145 as the major 
species (Fig. 5; Dr. R. Rosen, personal cormnunication) . This result 
confirms that the molecular weight of M-1 determined by GC-MS is correct. 

The UV absorption maximum of 298 nm for M- 1 (Fig. 1 and Fig. 3) was 
also reported for DIIDHMP prepared by acid-catalyzed dehydration of 
D-fructose. 8 

Additional infomation about the structure of M-1 was obtained by a 
high resolution nuclear magnetic resonance (NMR) experiment. A 600 MHz 
NMR spectrum (Fig. 6) (courtesy of Dr. M. Kang of Glaxo, Inc. ) clearly 
shows a lack of proton resonance associated with a carboxylic group 
(around 12 ppm), an aldehyde group (around 10 ppm), or an aromatic ring 
structure (around 7 . 5 ppm). This observation is consistent with the 
structure of DHDHMP. The hyperfine structure in the 1-5 ppm region is 
believed to be due to two hydroxyl protons, a methyl proton, and three 
protons bonded to the pyranone ring. 

M-1 is formed either by removal of two moles of water from 
D-fructose8 or through a more complex mechanism shown in Fig. 7, which 
involves aldohexose, such as D-glucose, and amines. Initially, a mole of 
water is removed and an Ama.dori compound is formed through the Maillard 
reaction. The Amadori compound is then converted to a 2, 3- enediol 
compound, which is converted after removal of an amine into the pyranose 
form through methyl dicarbonyl intermediates. The pyranose is converted 
to DIIDHMP upon removal of water. 9 The formation of M-1 is probably 
~ough the former mechanism involving the removal of water from fructose 
in fruits and vegetables and through the latter mechanism involving the 
Maillard reaction in meats r ich in glucose, proteins and amino acids. 
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M-3 is 5-hydroxymethylfurfural (HMF) 

As described above for the preparation of M- 1, M-3 was purified from 
heated orange extract. SUbsequent GC-MS analysis positively 
establishedM- 3 to be HMF, based on the electron impact mass spectrum 
obtained (Fig. 4, bottom) . A parent molecular weight of 126 was also 
observed. This observation is consistent with the fact that, in the gel 
filtration separation, M-3 is eluted (fraction 26) after M-1, which has 
the higher molecular weight. Authentic HMF was also eluted in fraction 
26. When both HMF and M-3, collected from a separation shown in Fig. 3, 
were injected into the AEC-PAD system, identical spectrochromatograrns were 
obtained with a 7 . 5 min retention time and a unique spectrum with 
absorption maxima at 230 run and 285 run. As shown in the contour diagram 
in Fig. 3, the absorption at 285 run was more intense than that at 230 nm. 
It has been pointed out that a molecule containing a carbonyl group 
attached to a linear conjugated chain can have more than one electronic 
transition, one usually more intense than the other. 10 

Protein is Involved in M- 2 Formation 

M-2 was observed primarily in meats. It is an important marker for 
aseptic processing, because meats represent the most important group of 
particulates in thermally processed foods. Since it was observed almost 
exclusively in heated meats, we suspected that proteins might be involved 
in the formation of M- 2. It turned out that proteins are actually 
involved as demonstrated below. 

Meat was homogenized with five-fold excess water and gently heated at 
about 70°C until proteins were precipitated. The heated meat extract 
was centrifuged and the precipitate was separated from the supernatant. A 
clear filtrate containing water-soluble components from the meat was 
obtained by filtration of the supernatant through a 0.4 pm membrane 
filter. When the filtrate was heated alone for 30 min at 130°c, no M-2 
was formed . When the precipitate was heated with an equal weight of 
water, very little M- 2 was formed. However, when the precipitate was 
heated with an equal weight of the filtrate, M-2 was obtained at a high 
yield (Fig. 8). This result clearly shows that the formation of M-2 
involves a water- soluble component and a component in the precipitate. 

In order to further demonstrate that proteins are involved, the 
filtrate was heated with pure proteins s uch as bovine sennn albumin (BSA) 
and lysozyme . As expected, M-2 was observed with both BSA and lysozyme. 
M- 2 was not produced when an aqueous solution of BSA or lysozyme alone was 
heated. The precursor for M- 2 in the filtrate appears to be a small 
molecule (150- 200 dalton). The nature of the precursor is unknown at 
present. M- 2 appears to have a molecular weight of approximately 200, 
based on the gel filtration experiment. It appears that a small 
water-soluble molecule in the meat reacts with a side group of large 
protein molecules followed by a detachment to form M- 2. The chemical 
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structure of M- 2 is under investigation and, once Jmown, it will shed 
light on the mechanism for this intriguing reaction. 

(X)NCIDSION 

'file structural characterization of the markers put the Thermal 
Process Validation method on a finn physical chemical ground. The 
existence of different reaction mechanisms for M- 1 suggests that one needs 
to identify the mechanism in different types of -foods and use the 
appropriate rate constants and activation energies when using the 
mathematical model for the Therma.l Process Validation. Its use with new 
technologies, such as ohmic heating, ensures that high quality, 
shelf- stable packaged rations can be provided to troops in the field . 
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ABSTRACT: The glassy-rubbery state of bread polyme r s has been 
proposed as a key factor contributing to staling. Glassy-rubbery states 
of bread components as measured by Dynamic Mechanical Analyzer (DMA) in 
meal -ready-to-eat (MRE) bread exhibit three thermal transitions: two 
moisture dependent and one moisture independent . The moisture-dependent 
transition at - 70°C range was a result of the humectants added. The other 
moisture-dependent transition showed a rapid drop in E'(by one to two 
orders of magnitude) corresponding with a tan~ peak at about -l2°C . At 
lower moisture content, however , the glass-transition temperature (Tg) 
increased to 150°C at 2 % moisture; the values agreed with Tg reported for 
starch and gluten. This Tg has some relationship with the presence of 
unfrozen water detected by a Differential Scanning Calorimeter (DSC). 
Over storage, the MRE b read gave a significant decrease in the tan peak 
height but the Tg temperature remained relatively unchanged, indicating no 
maturation of the polymer network over time. In contras t , a white pan 
bread showed only one moisture -dependent Tg and, over storage, there was a 
dynamic change in Tg. Not only did the transition temperature increase to 
a higher temperature but also there was an emergence of new Tg ' s. The 
development of these multiple transitions indicated that water was not 
uniformly distributed among different domains. Since this bread suffered 
some significant moisture loss, the Tg for these domains all increased to 
a temperature much higher than room temperature, reaching 60°C after a 1 
month storage at 25°C . Therefore , firming of white bread during staling 
is, at least in part, a result of an increased Tg. 

17o NMR water mobili ty measurement showed that there was some 
decrease in the water r 2 relaxation time over storage of 
humectant -treated breads, indicating some wate r redistribution. Sorbitol 
and glycerol affected such redis tribution very differently. While 
glycerol gave a relative greater decrease in r 2 of the mobile water, the 
amount of (relatively) immobile water remained unchanged. Sorbitol, 
however, showed the opposite. This indicates a different ability of 
humectants to monitor the redistribution ( and plasticization me diating 
ability) of water . Breads with glycerol were softer as the amount of 
mobile water remained unchanged , while sorbitol-treated bread turned 
harder , probably due to a decreasing amount of mobile water over time. 

BIOGRAPHY OF PRESENTER : Pavinee Chinachoti 
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Ph.D . Food Science, University of Illinois, Urbana-Champa ign. 

309 



CHINACHOTI , et al . 

Determining the Influence of Moi s t ur e and Humectants 
on the Staling of Long She lf- Lif e Bread 

Using Dynamic Mechanica l Analyzer and Nuclear Magnetic Resonance 

* Pavinee Chinachoti, Dr., Yang Kou, Mr . ,and Linnea M. Hallberg , Ms. 

University of Massachusetts -Amher s t, Amhers t , MA 01003 
* U. S. Army Natick Research, Development and Engineering Center 

Natick. MA 01760 - 5018 

INTRODUCTION 

The freshness of shelf- stable, "meal - ready- to -eat" (MRE) bread is 
preserved by controll i ng water activity ~· pH, oxygen content, and 
initial microbial load (1,2). Although the bread is microbiologically 
safe, physical and chemical changes can still occur during a shelf - life of 
up to three years. Normally, breads are prone to staling, which involves 
a considerable deterioration of flavor , texture and color characteristics 
of a fresh bread. 

Back in 1902, starch retrogradation (recrystallization) was proposed 
to be the predominant factor in the staling of bread (3). Now, after a 
century of research, starch retrogradation is still considered to be one 
of the key factors contributing to staling (4 - 8). Other factqrs include 
changes in gluten functionality (6,7), moisture migration/redistribution 
(9 -11), and, recently, the glassy- rubbery state of bread polymers (12). 

Today, many believe that the recrystallization of starch is aided by 
water-mediated plasticization (13,14) . Willhoft (15) proposed that this 
water is released from the denatured gluten which slowly decreases its 
"water holding capacity . " He claimed that up to 30% of the water migrated 
from gluten to starch in 120 hour ~ at room temperature. Others reported 
the opposite, water migrating from starch to gluten (16,17). Recently, 
there has been a considerable interest in the dynamic state of water in 
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bread, and the role of bound and free water is hypothesized to be an 
important factor in the staling process (18) . 

The water-mediated plasticization of components in the firming of 
bread · is related to changes in the molecular motion of polymer chains . 
The glassy/rubbery state and its transition temperature (Tg) has been 
described to play a key role (12). The Tg responsible for mechanical 
firmness of bread, namely the "effective" network Tg, has been described 
as changing during staling resulting in texture firming of bread. Freshly 
baked bread has been proposed to give the effective Tg at subzero 
temperature; during staling Tg tends to increase to well above room 
temperature, reaching 60°C in a completely staled bread and indicating 
network maturation in aging bread (12). 

With water as a mediator of plasticization, Tg . of bread polymers has 
been reported to decrease from about 160°C to close to room temperature 
upon increasing moisture content from approximately 0 to 20% (18,19). 
Because most bread staling experiments involve some degree of moisture 
loss from the crumb, the increase in Tg during staling mentioned above 
could be partly influenced by the decreasing moisture content. MRE bread 
allows us to study bread staling for up to three years of storage with no 
moisture loss from its hermetically sealed pouch. The "effective" Tg can 
thus be measured and any maturation of the network can be observed with no 
artifact of moisture loss. Therefore, the objective of this work is to 
apply Dynamic Mechanical Analysis to determine glass transitions in MRE 
bread and to identify the "effective" Tg as a function of moisture content 
and storage time. 

Nuclear magnetic resonance (NMR) and differential scanning calorimetry 
(DSC) have been used to study water molecular mobility and unfreezeable 
water in bread, respectively. Wynne -Jones and Blanshard (14) found a 
significant increase in unfreezable water with storage time . Proton 
spin-spin relaxation time (T2) was found to decrease with time and thus 
it was concluded that the changes in the physical state of water occurred 
primarily in the amylopectin fraction (9,14). Recently, it has been 
suggested that the freezable water in the amorphous matrix migrated to the 
crystalline hydrate of B-type wheat starch (12). Here the water became 
unfr~~en upon cooling to subzero temperature. 

0 NMR has recently been suggested to be the best nuclei to stu~y 
wate~ in that it is not subjected to errors normally anticipated in H 
and H nuclei, including 1) cross relaxat~on between protoys of the 
water and the matrix, and 2) exchange of H on water with H of the 
matrix (20 -23). Recent work has shown that T2 relaxation time and the 
signal intensity using 17o NMR can yield valuable information about 
water in liquid and semisolid food model systems (24) . 

In this work , 17o NMR is applied to study water mobility by 
measuring the T2 relaxation time and the signal intensity in bread upon 
storage . We compared the behavior of surfactants and humectants used in 
bread in order to relate them to amylopectin crystallization. (Surfactants 
retard amylopectin crystallization and humectants are water 'binders.') 

311 



CHINACHOTI, et al. 

MATERIALS AND METHODS 

Thermal Transition Study 

Materials 
The breads used in this study were a standard white bread (SWB) and a 

long shelf life MRE bread. The MRE Breads are a straight dough product 
that are hermetically sealed in a trilaminate polyethylene-aluminum 
foil-polyester pouch with controlled atmosphere and moisture (< 1.6% o2 
and< 0.89 water activity at 25°C) . The standard white bread was made 
fresh in our lab via a straight dough method (25). The long shelf-life, 
MRE bread was made according to the procedure specified in Military 
Specification (26) . The formula for SWB includes 57 . 47% flour, 34.48% 
water, 3.02% shortening, 2.73% sugar, 0.86% salt, 0.29% calcium 
propionate, 0.11% potassium sorbate, and 0.11% active dry yeast. The 
formula for MRE bread includes 50.28% flour, 28.96% water, 8.50% 
shortening, 6.34% glycerol , 2.25% yeast , 1.29% salt, 1.00% sucrose ester, 
0.50% gum arabic, 0.50% xanthan gum, 0.25% calcium sulfate, 0.10% sorbic 
acid, and 0.03% cream flavor. 

Methods 
The effect of moisture and storage time on thermal transitions will be 

studied. Various moisture contents were obtained by hydration or 
desorption from the original moisture. The hydrated samples were prepared 
by placing the compressed and cut bread bar described below in a 
desiccator above pure water for 1, 2 and 15 hours. The desorbed samples 
were prepared by dehydrating in a vacuum oven at room temperature and 30 
in Hg vacuum for time periods of 15 min, 2 hrs and 24 hrs. The final 
moisture contents were 28.8%, 24.5%, 22.6%, 17.0%, 13.4%, 8.5% and 2.6% 
total weight basis. The storage time studied was done by storing the MRE 
and SWB breads at 22°C for up to three years. The SWB sample was stored 
in double polyethylene bags and some moisture loss was observed. 

DMA Analysis 
All samples were uniformly sliced to a thickness of 10 mm, the crust 

removed, and then the crumb compressed to a 2 mm thickness using a Carver 
press with 300 lb per 'sq in pressure. This pressure was found optimum to 
obtain a uniform thickness of 2 mm with no porous structure remaining . 
The resulting pressed bread was cut with a die into a 50 mm x 12 mm 
rectangle. Uniform geometry of the sample was critical ~o as to prevent 
variation. The resulting bars were of 0.10 ± 0 .001 gjcm density. 

The bread bars were placed in the DMA (Seiko Instruments 
International, Model DMSllO, Torrance, CA). The sample was cooled to 
-80°C and then heated to 200°C at a rate of 2°C/min. A three point 
bending head was used and the stress was applied at 1, 2, 5, 10, 20 Hz 
frequencies. Our data show the Tg values to vary within 2.4% experimental 
error. 
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Water Study 

Materials 
Standard white breads as above were prepared with varying surfactants 

and humectants. Surfactants were added at 0.5% flour basis. These 
included sodium stearoyl-2-lactylate ~SSL, Patco Products, Kansas City, 
MO), mono- and di-glycerides (Dimodan, Grindsted Products, Inc., Kansas 
City, MO), and sucrose esters (SE1170, Mitsubishi Kasei Food Corp., Tokyo 
Japan) . Humectants (glycerol and sorbitol) were applied at 5% (flour 
basis) concentration. 

The moisture contents of the bread crumb were 0.557 ±0.012, 0.537 ± 
0007, and 0.513 ± 0.008 g of water/g of solids for the control, 
sorbitol-treated, and glycerol-treated bread, respectively. There was no 
significant difference in moisture content among the various surfactant 
treatments for breads with the same humectant treatment. The value of 
~for the humectant-free fresh bread was 0.97, and that for all 
humectant treated fresh breads was 0.93. 

All bread samples were also enriched in oxygen-17 by placing a small 
portion above a saturated solution of potassium nitrate made with 
.oxygen -17 enriched water to achieve an~ of 0.93. The bread was left 
in the 0.93 ~chamber for 12 hat 2s•c, after which time-weighed 
samples were placed in NMR tubes and sealed. The samples were kept at 
room temperature throughout the study. In some cases moisture content was 
determined before and after the aging study. At most, the 
humectant-treated samples lost 2% of their moisture. 

NMR Measy7ements. 
The 0 NMR spectra at 40.67 MHz were recorded on a Varian XL-300 

broad band spectrometer retrofitted with a VXR-4000 computer system. A 
spectral width of 20,000 Hz and a lS~~s pulse (corresponding to a flip 
angle of 79°C) were used to obtain the spectra. Maximum sensitivity was 
obtained by using a short acquisition time (0 . 02 s) and a large number of 
repetitive accumulations (4000-60,000). Acoustic ringing was found to 
distort the baseline in most samples; hence, to avoid this problem, a 
150-~s delay (dead time) between the pulse and the acquisition was 
introduced to suppress the rolling baseline effect. Proton decoupling was 
used during acquisition, but the samples were not spun. In fact, neither 
of these was found to have any significant effect on the spectra . 

It is difficult to observe signals with relaxation times less than 
150-~s with the Varian XL-300, and there is a possibility that a broad 
component of the s£ectrum may be lost . Consequently, some of the samples 
were submitted to 7o NMR analysis at 28.7 MHz using an IBM 200-AF 
spectrometer with IBM Solids Accessory (dead time of ca. 15 Ms). Using 
similar acquisition times and numbers of accumulations, there was no large 
difference in the r 2 values obtained on both instruments, t£e largest 
being 6%. Magic angle spinning (MAS) had no effect on the 7o 
spectrum. The signal from every sample was a simple Lorentzian line, 
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regardless of which instrument was used . 
Since no signals were observed in the range 15 ~s< T2< 150 MS, the 

water in the bread samples falls into two distinct categories. That with 
T2 > 150 ~s cannot be detected with either instrument. As an 
,operational definition, we take this to be "bound" water. The tf1nsverse 
relaxation time was obtained by measuring the line width of the 0 peak 
in the NMR spectra and using the standard formula for T2 , 1/~ ~v. 

where~v is the line width at half-height. 

Table 1. 17o NMR Transverse Relaxation Times (T2) for 
Sorbitol-Treated Breads with Four Surfactant Treatments 

Transverse relaxation time ( ms ) 

bread 200 -AF XL-300 

standard (no surfactant) 0.259 0.253 
with SSL 0.241 0.239 
with SE 0.220 0 . 233 
with Dimodan 0.245 0.241 

aAll samples were obtained from 1 day of storage. Spectra were at 
20°C using both IBM 200-AF and Varian XL-300 spectrometers. 

The amount of detectable water was monitored using the absolute 
integrated signal of the NMR spectra (24) . The volume of the samples was 
always less than 1.2 mL. Li~uid water was used as an external standard 
for all measurements . The 0 intensities are self-consistent for each 
sample. They give a valid comparison of detectable water as each sample 
ages. The parameters define detectable water as that fraction which 
relaxes slower than ca. 150 ~s, a figure which is determined by the dead 
time. 

Duplicate measurements of T2 on a single sample showed an average 
variation of 2%. Duplicate samples were examined in some cases. Here the 
average variation was 4%, which reflects small differences in sample 
preparation and handling. 

DSC Measurements 
To observe the degree of unfreezable water and amylopectin 

crystallization during bread staling, the degree of endothermic melting 
was measured over storage time . The endotherms were obtained using a 
Perkin-Elmer DSC (DSC2 Perkin-Elmer Corp., Norwalk, CT). A 10-mg bread 
sample was weighed and placed in a herme tically sealed pan and heated from 
-100°C to 160°C at a rate of lOoC/min. An empty pan was used as the 
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reference. The degree of ice and amylopectin melting was measured from 
the endothermic peak area at ca. -l0°C to -20°C, and 70°C, respectively. 

RESULTS 

Thermal Transitions 

MRE versus Standard White Bread 
The tan 8 , E' and E" of fresh standard and MRE breads are plotted 

against temperature in Fig. 1. The resulting E' and E" started from 
relatively high values and sharply dropped at approximately -2.5°C, and 
- ll . 0°C for the white and MRE breads, respectively. At these same 
temperatures, the tan$ values (ratio between E' and E") rose to a peak 
and then sharply dropped. This phenomena can be due either to a first 
order transition (melt) or a second order (glass transition). To the left 
of the main transition (Tl), there appears to be another small and broad 
transition at approximately -70°C, indicated by a shoulder in tan S 
accompanied by a slight drop in E'. This T2 transition seemed to be quite 
noticeable in the MRE bread (T2, Fig. lb) and almost undetectable in the 
white bread (Fig. la). In addition, the MRE bread sho't>1ed another strong 
shoulder in tan C to the right of the main transition peak (T3, Fig. lb) 
where the white bread did not (Fig. la). 

The sharp single tan G peak in the standard white bread (SWB) at 
-2 . soc (Fig. la) indicated that there was one transition occurring. On 
the other hand, the presence of shoulders of tan 6 found in the MRE bread 
indicated that there were two additional transitions detectable under 
these conditions. Tan 8 at various frequencies illustrated in Fig. 1, 
showed that the temperature shifted to a higher value at a higher 
frequency. 
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Figure 1 . DMA Thermograms of fresh standard white (a) and MRE breads (b). 
Tan 8 at 1, 5, and 20 Hz is represented by , 0, and x, 
respectively. 
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The main thermal transitions (Tl) in white bread (-2.s•c) and in MRE 
bread ( -9 .7°C) were found to occur simultaneously with ice melting. DSC 
scans of these samples (Fig. 2) showed a corresponding endothermic melting 
of ice. The endotherm To (initial temperature) was at -10.1±0 . 4•c for the 
case of SWB and at -18.3±0.2•c for the case of MRE bread. In addition to 
melting of ice, there was a shift in the DSC baseline after the ice 
melting process was completed. This resulted in a relative ly lower 
baseline to the right of the endothermic curve (Fig. 2). This is 
reasonable since ice and liquid water are different in specific heat and 
thus melting of ice would result in an increased heat capacity in the 
sample, resulting in an endothermic shift in baseline. It needs to be 
mentioned here also that there was a possibility that, once melted, the 
frozen water was able to plasticize bread polymers. Thus an instantaneous 
plasticization and a glass transition of the polymers is highly possible; 
this would contribute to the change in heat capacity . The significance is 
yet to be determined . 
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Figure 2. DSC thermograms of fresh standard white bread (a) and of fresh 
MRE bread (b). Samples were heated from - loo•c to 1oo•c at 
1o•c;min in hermetically sealed pan. 
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Also indicated in Fig. 2 is a DSC result at - 110•c to - 26•c range 
showing a baseline shift (more evident when the s•c;min scan rate was 
used, see Fig. 2), indicating a glass transition process. Thus, the T2 
transition in Fig lb was confirmed to be a gl ass transition. This was due 
to the presence of glycerol in MRE bread. This glass transition (T2 ) was 
not found in SWB because of the l ack of glycerol (Fig. la, 2a). 
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Comparison of Moisture Content 
The effect of moisture on the three thermal transitions in MRE bread 

as determined by DMA, is shown in Fig. 3. As the moisture content 
increased from 2%, the main transition (Tl) temperature decreased from 
150°C drastically and levelled off at some subzero temperature 
(-23°C) . The T2 transition at approximately -70°C was observed only at 
moisture 17 . 0% and above; T2 temperature decreased with increasing 
moisture. And lastly , the T3 transition was at a constant range of 
temperature (8 - l4°C) regardless of moisture constant. Note that T3 is not 
ice melting since its peak temperature is above the melting point of ice. 
It is clear in Fig. 3 that there are three distinct transitions in fresh 
MRE bread, two moisture -dependent transitions (Tl and T2) and one 
moisture - independent transition (T3). 

The Tl transition occurred within the reported range of Tg for gluten 
and starch (19,12,27). The T2 transition is a glass transition as 
confirmed by DSC (Fig. 2b). Such low Tg temperature and moisture 
dependency indicated that it was most likely to be contributed by 
water-soluble solutes, glycerol in this case (see formula for MRE bread) . 
Glycerol has been reported to show a glass transition temperature of -65°C 
(28). This coincided with the values obtai ned from DSC, - 69.S±l.3°C , 
White bread contained no glycerol and thus gave no T2 transition . The 
moisture independency of the third transition (T3, Fig. 3) indicated that 
T3 was due to water - immiscible components. These could include shortening 
and hydrophobic domains of bread components . The absence of T3 transition 
in the fresh standard white bread (Fig . la) was partly due to the 
relatively small amount of shortening added. The DSC (Fig. 2b) confirmed 
that there were two endothermic melting processes at temperatures above 
zero. One of these fell in the temperature range corresponding to T3 
indicated by the DMA results (Fig lb). 
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Figure 3 . Thermal transition temperatures of fresh MRE bread as a function 
of moisture content. 
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Storage Time 

MRE bread samples stored at room temperature for up to three years 
gave .thermograms as illustrated in Fig. 4 . In Fig. 4, the fresh sample 
showed a sharp Tl transition at a tan 6 peak temperature of -9.7°C, with a 
very small right shoulder. As the bread aged for three months, the Tl 
transition became much less prominent (from 0 .45 tan S for fresh bread to 
0.25 tans· for three month old bread), and thus the right shoulder (T3) 
became more observable. However, there were no significant changes in 
either Tl or T3 temperatures with storage time. 

3) FRESH 
23.3:t0.3 %me 

2.5x10
5 

0 .0 3 '-;"--~:;t;:);-'.......__~_._ ....... ......,_~-::~ 
-100.0 • 50.0 0.0 50.0 

Temp. rc) He aling 

Figure 4. DMA Thermograms of MRE breads stored in hermetically sealed 
pouch at room temperature for various periods up to 3 years. 

In the 3 month and 11 month old samples (Fig. 4), some DMA data showed 
what could be identified as a small peak in tan o at 60°C-90°C temperature 
range. However, the E' and E" values did not considerably change. It is 
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possible that this might be an evidence of some small melting process of 
retrograded starch. No such evidence was found in the three year sample , 
however . 

According to Slade and Levine (12), a maturation process of the 
polymer network occurred during bread staling leading to another glass 
transition ("effective Tg") at some higher temperature (max. 60°C). Our 
data in Fig . 4 indicated no development of such "effective Tg" transition 
over time. In addition the sample firmness as measured by the 
stress-strain curve (Instron data, not shown) was found to increase only 
slightly during the first three months and then leveled off for the res t 
of the storage period. Over the three-year period , the sample remained 
relatively soft and acceptable, unlike staled bread. This finding agr eed 
with the fact that there was no evidence of a mature network formation in 
MRE bread during storage . 
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Figure 5 . DMA Thermograms of SWB breads stored at room temperature. 
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SWB thermograms by DMA gave a more drastic change in the magnitude of 
the Tl transition in the temperature range between -2.5°C and 2.5°C 
temperature range (Fig. 5) confirmed by the DSC results for ice melting 
(Table 2). 

Table 2. DMA and DSC Thermogram for MRE and SWB Breads 

MRE BREAD 

DMA DSC 
STORAGE Transitions Tg2 at 1 Hz % UNFROZEN ICE MELTING 
TIME mcwb oc WATER ToCC) TpCC) 
(mo) 

0 0. 230 -11. 35±1. 25 74.50 - 23.03 - 12.20 
3 0.250 -15.25±2.05 81.10 -28. 08 - 17.58 
5 0.230 -13.25±0.95 87.65 -25. 04 - 17 . 14 

11 0.225 -13. 55±1. 45 78.00 - 22. 71 -13.33 
36 0.261 -13. 55±1. 45 81.70 -26 .38 -17.80 

WHITE PAN BREAD 

DMA DSC 
STORAGE 
TIME mcwb 
(mo) 

Transitions Tg2 at 1 Hz % UNFROZEN ICE MELTING 
oc WATER To(°C) Tp(°C) 

0 0.381 -2.5±0.0 62 . 69 -10.08±0.40 1. 78±0 .16 
7 0.328 -1. 6±1. 3' 89. 0±1. 5 76 .05±2.93 -12.65±0.02 -5.49±0.23 
8 0.320 -1.9, 70.6 78.40±0.07 -12. 74±1. 20 -5.88±0.87 
9 0 . 303 0 , 72.9 87.14 -13.54 -7.36 

19 0.178 1. 55±4. 45' 49.0 95.74±0.21 -19.05±0.43 -12.11±0.09 

In addition, there was an emergence of another transition at 49°C to 
89°C temperature range during aging of bread (Fig. 5) . This was in 
contrast to the DMA results for aging MRE bread. While the two breads 
were different in composition, they were aged under different moisture 
conditions; MRE bread in hermetically seal ed pouch experienced no 
significant moisture loss while SWB lost more than 50% of its original 
moisture. This could be a factor related to the higher temperature 
transition. However, this transition temperature failed to correlate to 
moisture content but rather its relative amplitude seemed to increase with 
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storage time (Fig . 5). I t is hypothesized that amylopectin 
crystallization could be responsibl e . (Meltin g temperature for amylopectin 
crystal s and this DMA transition fell within the same range of 
temperature. ) How much t his factor contributes to the mechanical firmness 
of the bread is yet t o be determined. 

a) 

0 - sooo 

Chemical Shift, Hz 

Figure 6 . Fourier transformed 17o NMR for 17o enriched bread measured 
under a) the high field Varian XL-300 and b ) the solid state 
IBM 200-AF spectrometers . 
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Figure 7 . 17o NMR relaxation time (T2) for water in a fresh control 
(humectant-, surfactant-free) bread of various moisture 
contents. 
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Water Studies 

Untreated Bread. 17o NMR spectra are shown in Fig. 6. The T2 
of a sample of untreated bread (no added surfactants or humectants) is 
plotted against moisture content in Figure 7. Within the moisture range 
studied (0.25-0.65 g of water/g of solids), T2 increased linearly with 
moisture content (r - 0 .988). Figures 8 and 9 show that T2 of the water 
decreased rapidly during the first 3-4 days of storage and remained 
relatively constant at ca. 0.22 ms afterward up to 19 days of storage. 
The sharp decrease in T2 early in storage is presumed to be due to 
physicochemical processes accompanying staling. The two humectants did 
affect T2 differently; the glycerol-treated sample showed a 
significantly higher T2 at day 1 as compared with the bread treated with 
sorbitol, for all surfactant treatments. Over the full storage period, 
T2 for both cases decreased to nearly the same level (0.22-0.24 ms) at 
day 11. 

Figure 10 shows the change in the amount of NMR-detectable water 
(i.e., integrated signal intensity) in the bread samples with time. In 
all cases the signal intensity decreased or remained unchanged. 
Glycerol-treated samples (Figure lOa) showed very little loss over the 
15-day period; indeed, the loss is negligible within experimental error. 
The sorbitol-treated samples (Figure lOb) showed a real loss of signal, 
and the loss is _nearly the same for all surfactants . All of the samples 
lost ca. 22% of the signal intensity during the fi rst 4-6 days, and it 
remained essentially constant thereafter. Since the samples were sealed 
throughout the experiment, the loss could not be due to simple evaporation 
beyond a small amount of moisture lost to the headspace. 
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Bread samples untreated and treated with 0 . 5% (flour basis) 
monoglycerides (Dimodan, SSL, and sucrose ester) all showed a decrease in 
T2 on aging. In glycerol-treated bread (Figure 9a), the water mobility 
as determined by Tz appears to have the following trend: no surfactant 
Dimodan sucrose ester SSL, although the differences are not great. 

Varying the surfactant had very little effect on the behavior of 
the signal' intensity with time. Figure lOa shows that there is 
essentially no change in signal intensity with time for a ll of the 
glycerol - treated samples whether they contained a surfactant or not. The 
sorbitol-treated samples (Figure lOb) did exhibit a drop in intensity 
during the first 4-6 days of storage, but the curves for all four samples 
have the same shape within experimental error. 

Amylopectin Crystallization. The DSC resul ts for bread treated 
with surfactants and humectants are shown in Table 3. The enthalpy of 
melting shows that added surfactants had some inhibitory effect on the 
amylopectin crystallization as expected. The data shown here, 7 days 
after baking, support the report by others (Krog et al. 8) previously 
suggesting that amylopectin crystallization plays a key role in bread 
staling . 

Our untreated bread samples lost 5% of their moisture during 
storage. According to the data in Figure 7, a 5% moisture loss would 
cause a change of 0.015 ms in T2 on average. This 5% loss is about one 
third of the total change in T2 on staling and is consistent -with the 
observation of Leung et al. (10), who noted that in their samples "the 
decrease in moisture content would account for less than 40% of the 
reduction in relaxation time". Our breads with humectants showed even 
less than 2% moisture loss, which supports this conclusion. It has been 
proposed that the decrease in water mobility was due to the incorporation 
of the water molecules (probably released from gluten upon stabilizing) 
into the starch crystalline structure that developed upon staling 
(10,12,14). 

The T2 values observed in this work range from 0.200 to 0.300 
ms. These values are indicative of water that is less mobile than the 
pure liquid but which is not tightly held in a crystal lattice. The 
correlation t~me fo~ molecular rotation of a water molecule in the liquid 
is 2 . 5 x 10- s (29) , w£~le t he T2 values observed here lead to an 
average time of 70 x 10- s . The water of crystallization of 
amylopectin should be essentially rigid. It would not be detected by our 
spectrometer, because of t he extreme quadrupolar broadening of 17o in 
rigid solids (30) . Therefore, we conclude that the decrease in Tz shown 
in Figure 9 is mainly due to water not incorporated in the amylopectin 
crystals. The water of crystallization is firmly bound, and it does not 
exchange with the observed water rapidly enough to affect its NMR 
spectrum. 

It should be noted that there could have been some water in the 
amorphous regions that was so "tightly bound" that it d!9 not exchange 
rapidly with other water. Thus, during the process of 0 enrichment, 
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this water was not exchanged, and thus it was not detected due to (1) its 
low 17o population and (2) its very low T2 . 

Since only mobile water can be observed in the NMR experiment, it 
is impossible to ascertain whether any of this water became bound during 
staling such that its signal could not be observed. This process would 
show up as a drop in the integrated signal intensity during staling. For 
the most part, the loss of intensity was small. Within experimental 
error , varying the surfactant had no effect on the degree of signal loss. 
Even the samples containing no surfactant did not differ significantly 
from the others . This is surprising since surfactants are known to retard 
bread staling, which is believed to be greatly influenced by the degree of 
water "binding" (31,32). Moreover, an independent study in this 
laboratory demonstrated that surfactants inhibit the amylopectin 
crystallization during staling (32). In this work DSC was used to measure 
the amount of crystallized amylopectin after 7 days of aging . The 
relevant data are presented in Table 3. Similar results have also been 
obtained by Krog et al. (8). 

Table 3 . DSC Endothermic Enthalpy of Melting of 
Crystalline Amylopectin for Breads Stored at 22•c for 7 days 

sample 
control 
surfactant treated 

Dimodan 
SSL 
sucrose ester 

humectant treated 
glycerol 
sorbital 

enthalpy ( 1:::. H) 

cal/g of sample cal/g of starch 
0.227±0.015 0.600±0.024 

0 .180±0.012 
0.170±0 . 27 
0 . 160±0.028 

0.205±0.021 
0.153±0.021 

0.480±0.023 
0.449±0.057 
0.443±0.047 

0.455±0.046 
0 . 347±0 . 046 

If the drop in T2 and signal intensity during storage were due to 
amylopectin crystallization, the samples with less crystallization (i.e . , 
samples with added surfactant) should have shown a smaller decrease in 
T2 and/or signal intensity as compared to samples without surfactant. 
However, this was not the case; within experimental error, the 
surfactant-treated samples behaved the same as the controls which 
contained humectant only. Consequently, the redistribution of water 
during staling is most likely related to the amorphous regions 
(amylopectin, gluten, and amylose) and/or the crystalline amylose . 
However, amylose crystallizes immediately after baking , and thus it does 
not play a role in the staling process (4,6). 

There was a curious difference in behavior between the glycerol- and 
sorbitol - treated samples. The glycerol - treated bread showed a larger drop 
in T2 , while the sorbitol - treated material had the larger drop in signal 
intensity (Figures 9 and 10). The cause of this inverse relationship 
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cannot be known until we have a better understanding of the processes 
taking place in the amorphous region during staling. 

CONCLUSION 

DMA has been found sensitive to phase transitions detected by a 
combination of a decrease in E' and E" a peak in tan S as the bread 
sample approached the transition temperature. The transition found in 
fresh white bread was identified as ice melting that occurred 
simultaneous~y with a change in heat capacity. In MRE bread, in addition 
to the ice melting transition, the presence of glycerol was found to be 
responsible for the low temperature Tg transition (-70°C range). As the 
moisture content decreased Tl increased, reaching a value of 160°C at 2% 
moisture. An MRE bread storage study revealed that the transition 
temperatures remained relatively unchanged throughout the three-year 
storage. No significant evidence was found of network maturation upon 
storage of MRE bread because the moisture was retained in the bread. In 
contrast, there was evidence of a thermal transition at sooc in SWB bread 
(where significant moisture loss was found), a possible evidence of 
retrograded starch or a transition of a network matrix. 

Unfreezable water did not change significantly in MRE bread while that 
for SWB increased ~ith storage time, showing some correlation with the 
decr~asing moisture content. 

The water we observed under NMR is a mobile fraction which is 
presumably in an amorphous region. The T2 decreased by 20-30% during 
staling. This could not have been caused by moisture loss, since the 
samples were sealed. Furthermore, it could have not been caused by fast 
exchange with water of crystallization; otherwise, there w' ~.']. d have been a 
much larger drop in T2 during the crystallization process. 

We found no correlation between the amylopectin crystallization and 
either T2 or signal intensity during staling . Addition of antistaling 
surfactants, which inhibit amylopectin crystallization, did not 
significantly affect either T2 or the signal intensity. Therefore, we 
propose that the effects observed here are not caused by amylopectin 
crystallization but are more likely due to changes that take place within 
the amorphous region. 
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TITlE: Fourier am Fractal Analysis for the Textural Characterization 
of Porous Foods 
Ann Barrett, Dr., Mark Nonnand, Mr., Micha Peleg, Dr. , 
Edward Ross, Dr. 

ABSTRAcr: 

Porous foods, such as extruded, ba.ke:l, or foamed products, have highly 
cc::ttplex 3-dimensional cellular structures- am correspond.in:jly carplex 
textural properties. '!he stnlcture of these materials cannot adequately 
be described by a sin;Jle parameter am nu.ISt be evaluated statistically am 
with regard to distributions of cell sizes. Similarly, the "texture" of 
porous foods, particularly that of "crunchy" snack- type products, is not a 
single attribute, but a property associated with deformation of many 
irrlividual cell wall c::onponents. Most important, the texture of these 
foods has a ti.me-deperx:lent quality that results from the progressive 
fracture or failure of the cells. 

'!he perception of "crunchiness" arises during chewing from the 
sequential breakage of subsections in a product: the food does not fail 
all at once. Correspon:iingly, stress- strain curves of brittle porous 
foods (or other foamed materials) un:ier compression have carplicated 
"jagged" patterns caused by the sequential fracture of cell canponents. 
'!he frequency and magnitude of peaks in the compression curves are a 
function of the material tested am are irrlicati ve of the texture of the 
product. 

'!he characterization of such foods in this study involved the use of 
two mathematical techniques, the Fast Fourier Transfonn am fractal 
analysis., to quantitatively describe the jagged pattern of cornpression 
CUIVes in porous foods. '!he Fourier Transfonn was used to analyze the 
frequencies of fracture and fractal anal ys{s was used to describe the 
overall ruggedness of compression curves. 'Ihese techniques have made it 
possible to determine textural differences in products, especially 
starch- based foods, that arise from fonnulation am storage con:iitions. 
Examples relating to the influence of water activity will be discussed. 
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Fourier and Fractal Analysis for the Textural Characterization 
of Porous Foods 

Ann Barrett, Dr. 
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Edward Ross, Dr. 
Worcester Polytech Institute 
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Im'ROCUCI'ION 

Porous foods often have complex textural aro mechanical properties 
that arise from their cellularity aro their tendency to fail in a 
sequential , progressive manner; the individual stnlctural components of 
these materials (cells aro cell walls) largely detennine the behavior of 
samples during either mechanical compression or chewing. 

'!he campressi ve force-defonnation aro corres:r;orrlirg stress-strain 
relationships of many cellular focx:l aro nonfocx:l materials are cc:mposed of 
three distinct regions (Gibson aro Ashby, 1988) : a nearly linear increase 
in stress with strain, prior to irreversible defonnation of the material; 
a plateau region in which stress remains at approx:i.Jnately a constant 
level, indicating buckling or fracturing of cell wall cc:mponents; arrl a 
secorrl sharp increase in stress, produced by densification of the 
material . Brittle cell ular materials are distinguished fram plastic 
substances by an ext.reire jaggedness superimposed upon the stress-strain 
cw:ves: cel l walls in brittle materials fracture rather than buckle, an:l 
the plateau region in compression curves for these samples shows rapidly 
oscillating stress levels. '!'his ruggedness, arrl specifically the 
frequency of oscillations in the stress-strain functions has rarely been 
characterized; however, quantification of the specific defonnation 
mechanism oould help describe important textural attributes particular to 
brittle, cellular foods-especially qualities such as "crunchiness" . 

Analytical techniques are available for the evaluation of oscillatin; 
data in general arrl for the description of "shapes" of functi ons. one 
C01l1ll'Only used tool for frequency analysis is the Fast Fourier Transform 
(Ramirez , 1985) , or FFI'. '!he FFT converts the original relationship into 
a pc:Mer spectrum of frequencies , arrl thus indicates repetitive occurrences 
in the data. '!he transfonn expresses a function by the Fourier series 
(Kreyszig , 1972) 

n 

f (x ) = a0 + [ r ~ cos (nx) + tn sin (nx) J 
I 

where a arrl b ~ co~ts arrl n is frequency; the sum of the squares of 
a arrl b (i.e., a + b ) at each frequency n is defined as the~ 
corresporxiin;J to that frequency. Plots of pc:Mer vs. frequerq, known as 
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power spectra, ~ thus transfo:rms of the original function of the 
variable x to a new function deperrlent on frequency. Significant 
frequencies in these plots are indicated arrl easily identified by a large 
power magnitude, or peak, in the function. 

Application of the FFT to force-defonnation data yields a power 
~in which the frequency axis can have units of reciprocal length 
(mm- ) , obtained by di vicling the original scale (sec- ) by the 
canpression velocity (mrn,lsec). A frequency scale in length units is 
useful in that frequencies of fracturing can then be intetpreted in tenns 
of cellular dimensions. 

A second method for assessing the overall roughness of relationships 
is fractal analysis. Mathematical techniques have been used to describe 
the ruggedness of three-dimensional objects or two-di.mensional images 
(Peleg et al., 1984) arrl also computer generated x-y functions (Normand 
arrl Peleg, 1988). SUch real-world objects are not truly fractal, since 
they have finite dimensions arrl do not repeat at all length scales; 
hCMever, they can yield a "fractal dimension" through numerical techniques 
that is characteristic of the overall tortuosity of the abject. '!he 
fractal dimension is detennined by the slope of the Richardson plot 
(.Mandelbrot, 1983), which is obtained through a blanket algorithm (Peleg 
et al., 1984 and Nonnand arrl Peleg, 1988) . '!his algorithm is based upon 
iteratively "coating" the investigated image with successive blanket 
layers, according to rules specified by the algorithm, arrl is particularly 
suited to digitized corrqJUter data. '!he fractal dimension yields less 
specific infonnation than does the pCMer spectrurn in that it is affected 
both by the frequency arrl amplitude of oscillations in the original data; 
hCMever, this technique has the advantage of providing a single number 
that can be used as a descriptive index for a particular type of 
canpression cw:ve. 

'!he objectives of this work were to use the Fast Fourier Transfonn arrl 
fractal analysis to describe the force-defonnation relationships of 
extrudates, and to evaluate the effectiveness of these methods for 
identifying different ki.rrls of failure mechanisms. In particular, these 
techniques were used to detennine differences in samples that had various 
degrees of plasticity effected by equilibration at a range of relative 
humidity levels. 

MATERIAlS AND METIIOOO 

Extrudates were produced using a Werner & Pfleiderer ZSK- 30 twin screw 
extruder using a 4 mm round die. 'IWo lots were produced, one fran pure 
corn meal arrl one fran a com-ri ce-sugar blend (44 :44:12 , respectively). 
'Ihese fonnulations were selected so that two distinct types of structures 
would be obtained- a highly expanded, large-celled product fran com meal, 
arrl a finer-celled, softer product from the multicarnponent fornul.a. For 
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each experiment the initial noisture content was 15%, the t.enpe.rature 
profile 38-38-116- 116- 138-138°C and the screw speed 400 REM. The solids 
feed rate was 27 kgjh for corn meal and 20 kgjh for the multiOCillpOnent 
fonnula (which necessitated a lower feed rate due to excessive torque 
values) . 

'!he extrudates were dried at 45 o c for 5 min and cut into 
cube-shapedpieces approximately 1 em in size. '!he samples were 
equilibrated 72 hours at ambient temperature at three different relative 
humidity levels usin] desiocators containing saturated solutions of LiCl 
(11% RH) , K2oo3 ( 43% RH) and NaCl (75% RH) (Greenspan, 1977) • 

'!he specimens were measured usirq a caliper and canpressed usirq an 
Instron Universal Testirq Machine (model 1000) to 50% defonnat ion at a 
rate of 10 mm,lmin. Each sample was cut and positioned so that canpression 
took place in a direction parallel to the direction of extrusion. Voltage 
output, corresporrling to force , was measured at o .1 s intervals. Data in 
the fonn of voltage vs. tirre and stress vs. strain were stored 
automatically in a Macintosh II carrputer • 

'!he cell size distributions of extrudates were measured usin] an 
Ol ympus cue-2 image analyzer according to the procedure described by 
Barrett and Ross (1990) . Sample characteristics are listed in Table 1. 

Table 1. Rlysical Olaracteristics of Extrudates 

Extrudate Radial Cross Section Axial Cross section 
Mean Median Mean Median 

Cel l Area Cell Area Cell Area Cell Area 

Corn 

Mu1 ticamponent 

'!he carrpressi on curves were first fitted to 3-tenn and 4- tenn 
polynomial rnodel s and the residual s of the models used in analyses. Use 
of residuals rather than raw data served to eliminate the overall upward 
trerrl of the relationships and to i solate only the jaggedness of the 
curves. Two modeling techniques for voltage data were employed: model 1 
used a truncated data file in which the first 100 points (the linear 
elastic region) had been eliminated and Model 2 used the entire data 
ran;Je. Truncated data were used to obtain power spectra, both IOOdels were 
used and c:x::nq;>ared in fractal analysis and residuals fran these rnodels 
nonnalized by dividing them by the rnodel value. 
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Power spectra of voltage residuals were obtained usirq a Fast Fourier 
Algorithm provided by Systat Co., Evanston Il. Fractal dimensions were 
calculated usirq the blanket algorithm arrl the procedure described by 
Nonnarrl arrl Peleg (1988) . '!be blanket algorithm iteratively added to the 
residuals by the fonnula 

Xe+1 (i) = max{xe(i)+l, max(xe(i-1), Xe(i+1)]} 

in which X(i) was the thickness of the blanket at location i arrl iteration 
e. Effectively, the depth of the blanket at any particular point during 
any iteration was proportional to the difference in height between that 
point arrl its neighborinq point: the greater this distance the thicker 
the blanket laid down. '!be Blanket algorithm was used to ronstruct 
Richardson- type plots of log "line length" vs. log "half thickness" in 
which the line length was equal to the blanket area divided by its 
thickness. '!be slope of the Richardson plot is Wicative of the 
roughness of the original image. Since the blanket area decreases with 
each iteration, as the image is "smoothed", the Richardson plot has a 
negative slope, the magnitude of which deperrls on the irregularity of the 
original function . '!be fractal dimension of the original abject obtained 
through the blanket algorithm is defined as [1 - the slope of the 
Richardson plot]; the fractal dimension is a positive quantity with a 
lower limit of 1.0 (for perfectly smooth images). Linear regression was 
used to determine the slopes of the Richardson plots arrl to calculate the 
fractal dimension of the voltage residuals. 

Both Fourier am fractal procedures were perfonned in triplicate. 

RESUIJI'S AND DISClJSSION 

Typical stress-strain functions of the extrudates equilibrated urrler 
the three levels of relative humidity are shown in figures 1 (rom 
sarrples) and 2 (mul ticamponent extrudates) • '!be effect of relative 
humidity on the compressive behavior of the sarrples is evident in the 
shift from brittleness at the low humidity level to plasticity at the high 
humidity level: curves obtained from 73% RH samples are quite srooth 
whereas curves obtained from 11% RH sarrples are extremely jagged witb 
large and frequent oscillations in stress. Equilibration at the 
intennediate humidity level gave different results for the rom am 
mul ticarrponent samples, in that the compression curves for pure rorn 
sarrples retained a certain level of roughness while those for the 
mul.ticarrponent sarrples were sroooth am similar to those of the high RH 
sanples. Evidently, the sugar-containirq samples were toore sensitive to 
tooisture than were the pure rom extrudates am ronsequently lost their 
brittleness at a relatively lower htnnidity level. Figure 3 shows the 
difference in ruggedness for residuals of representative low arrl high 
humidity campression curves for rorn samples. 
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Results of the Fourier 'I'ransfonn 

Representative power spectra of the 2 extrudates are shown in Figures 
4 arrl 5, arrl their features summarized in Table 2 . 

Table 2 . Characteristics of PcMer Spectra 

Extrudate 

Corn 

Mul ticomponent 

RH (%) 

11 
43 
75 

11 
43 
75 

Upper Lilni t of Frequency Range a 

8 
9 
2.8 

5 
1.5 
1.5 

CJN:> (%) 

9 
58 
36 

35 
44 
29 

Intensity > 0.0025 
b Coefficient of Variation [ (starrlard deviation/Irean) x 100] 

All spectra had large peaks at frequencies of up to 2-3 rnrn-1 that 
corresponded to the failure of major structural components. Spectra fran 
low humidity compression cw:ves, however, were characterized by additional 
peaJ.cs at much higher frequencies ani shorter lengths, on the order of 6-15 
rnrn - 1 , which reflect the fragmentation of cell wall components. In both 
extrudates, equilibration at higher noisture corxlitions reduced the 
incidence of high frequency peaks ani eliminated them at 75% RH. Again, 
the spectra for the two samples equilibrated at 43% RH differ the nost in 
that those for the multicornponent extrudates have few high frequency peaks 
due to increased hygroscopicity of these samples. 

Since each specilren had a unique cellular structure, each pcMer 
spectnnn was a unique signature that could not be reproduced exactly. 
However, the general fonn of spectra for sample replicates could be easily 
recognized by the distrjbution ani magnitude of the peaks. In particular, 
the power spectra distinguished between degrees of plasticity that were 
effected by storage corrlitions. 

Results of Fractal Analysis 

Ex.arrples of typical Richardson plots of nonnalized residuals 
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constructed using the blanket algorithm are shown in Figures 6 arxi 7. 
Calculated fractal dimensions are shown in Table 3. 

Table 3: Fractal Dimensions of Compression Cutves 

Extrudate RH (%) 

Corn 11 
43 
75 

Multicamponent 11 
43 
75 

Fractal Dimension 
Model 1 

Mean a:;va (%) 

1.44 1.0 
1.27 2.0 
1.17 2.0 

1.44 1.0 
1.17 2.8 
1.09 0.9 

Fractal Dimension 
Model 2 

Mean oov<I (%) 

1.45 0.3 
1.26 3.3 
1.14 2.2 

1.46 0.6 
1.17 0.7 
1.15 2.6 

a Coefficient of Variation [(Standard deviationjiOOan) x 100] 

'!he figures demonstrate that the procedure was sensitive to the original 
function am yielded functions with different slopes. 'Ihe Richardson 
plots obtained from compression curves of the low humidity extrudates, 
which had more jagged stress-strain relationships, had higher negative 
slopes than did those constructed from higher humidity samples. 'Ihe 
effect of storage con:litions was clearly manifest in the canputed fractal 
d.in¥:msions which varied from approximately 1.4 for the brittle curves to 
1.1 for the high humidity curves . '!he absolute magnitude of the fractal 
d.in¥:msion was largely i.rrleperrlent of the model used for fitti..rg the data, 
showi.rq that the technique is sensitive to the fonn of the original 
function despite the exact method used to process the data. 

Interpretation of the fractal dimension in tenns of structural or 
textural features is similar to that for the pa.~er spectra: samples 
collapsing in abrupt, high frequency fractures yield higher values than do 
samples that fail in a more continuous, plastic mode. Fractal analysis 
has the advantage of yielding one number that can corweniently be used to 
describe deformation behavior. However, the fractal dimension is 
sensitive to the magnitude as well as the frequency of oscillations an:l is 
an overall measure of roughness- am does not provide any information 
about specific frequencies occurri..rg in the data, as does Frurier 
analysis . 
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~CWSIONS 

Fourier am fractal analysis are useful techniques for analysis of the 
time-deperrlent defonnation behavior of foods. 'Ihese nethods potentially 
provide a oore c:orrplete irxlication of food texture than do 
sin;Jle-pararneter rreasurements since they describe the progtessive 
structural failure that is peroei ved during chewing. 'Ihe FFl' ani blanket 
algorithm are particulary applicable to the analysis of "crundlY'' or 
"crisp" foods am offer a means of characterizing the oatplex textural 
prcperties of these products. 'Ihese analytical techniques also offer the 
possibility of further research into furrlamental relationships between the 
failure behavior, sensory properties, am physical characteristics of 
brittle foods. 
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ABSTRAcr: 

A mathematical model was developed that predicts bacterial 
destruction in particulate and whole meat foods based on the kinetic 
behavior during food processing of a bacterium and of one or more 
intrinsic chemical markers. The destruction of the bacterium is assumed 
to follow a first-order rate law and to obey Arrhenius kinetics. The 
temperature- time profile during processing is taken to follow a synnnetric, 
quadratic behavior in an inverse temperature description. This form of 
thermal pulse leads to exact formulas for the dependence of the 
rate- functions on time, which in turn lead to relationships between 
bacterial destruction and marker fonnation. Using kinetic data on the 
thermal sensitivity of Clostridium botulintnn and B. stearothermophilus and 
the thennal fonnation of marker M-1, it was possible to show that a wide 
dynamic range of bacterial destruction and associated F- values can be 
covered for nonisothennal conditions appropriate to aseptic processing. 
Measurements of the marker concentrations, consequent! y, allow one to 
predict the extent of bacterial destruction. With one marker, some 
collateral information on pulse width andjor maximum pulse temperature is 
needed; with two or more markers, no other infonnation is needed. 
Simulati ons suggest that the predictions are good in most cases. 
Experimental validation of the model has been obtained by using ham cubes 
of different sizes containing an alginate bead inoculated with B. 
stearothermophilus and by measuring the y i elds of markers M-1 in each and 
every cube. The model should satisfy the requirement for ensuring that a 
microorganism at the center of the fastest moving particulate would have 
received a sterilizing heat treatment. 
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INTRODUcriON 

'!he safety of an operational ration component made shel f-stable by 
thermoprocessing must be validated to the satisfaction of regulatory 
agencies, the Food and Drug Administration (FDA) and the United States 
Department of Agriculture (USDA). For conventional thermoprocessing 
involving batch loads of sealed containers in retorts, the validation is 
based on temperature measurements at the slowest heating point in the 
food, which can be converted into a factor corresponding to the number of 
log cycles of pathogenic Clostridium botulinum destroyed. The minimum 
required destruction is 12 log cycles. For the new thermoprocessing 
technologies in which particulate foods flow continuously through the 
processing system until aseptically packaged in sterile containers and for 
which no temperature measurement can be made, validation would require the 
cumbersome use of a tester microorganism imbedded in the food and the 
subsequent determination of the level of destruction attained. 
Conceptually, if a chemical entity is produced in the food that correlates 
well with bacterial destruction, it should be possible to use the food 
itself as an indicator of the thennal history at the center of the fastest 
moving particulate, and thereby provide the validation required. As the 
following will show, such intrinsic chemical markers have been found, the 
yield of which, when combined with a mathematical model correlating 
bacterial destruction to marker fonnation, can be used to validate the 
sterility of aseptically processed particulates. 
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MARKER DEI'ECI'ION AND CHARACI'ERIZATION 

One such marker detected in broccoli is shown in a three-dimensional 
representation in Fig. 1. It was obtained by extracting the heat
processed broccoli with an aqueous solution and then injecting the extract 
into an anion exclusion chromatographic column. As a consequence, the 
extracted components are separated into a distinctive order of elution 
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Fig. 1 Three-dimensional representation of a spectrochromatogram 
for partially purified marker, M-1, obtained from heated 
broccoli 
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and pass through a photodiode array detector. The detector takes an 
optical absorption spectrum of the eluted components every two seconds, 
+-.he wavelength ranging in this case from 200 to 350 nm. This 
·epresentation then defines a tbne- wavelength domain in the X- Y plane; the 
:.ntensi ty of the absorption appears in the Z direction. The elution of 
the marker, M- 1 in this case, occurs at 4 . 2 min, and the peak of its 
optical absorption spectrum is at 298 nm; both elution time and peak 
wavelength characterize the marker. 

A two-dimensional representation, namely a contour map, is shown in 
Fig. 2 for chicken samples. 'lhe upper portion is for a chicken sample 
aseptically processed (Cherry- Burrell, Louisville, I<Y) at 268~ and a 
1,100 lb/h flow rate. In the time-wavelength domain out to 8 minutes, 
there are no peaks of interest. 'lhe lower portion is for a chicken sample 
processed at a higher temperature (280~) and a lower flow rate (500 
lb/h). Under this high temperature-time condition, marker M-1 appears at 
4.2 min, with a 298 nm absorption maximum, and another marker, M-2, that 
is specifically associated with meats, appears at 5.8 min, with an 
absorption maximum of 285 nm. 

Markers are also be found in fruits. If an extract of orange juice 
is heated, M-1 and another compound, M-3, eluting at 7. 5 min, appear. 
Experiments have been done to show that the precursor of M-1 and M-3 is 
fructose. The identities of M-1 and M-3 have been established using 
combined gas chromatography and mass spectrometry (GC/MS) . 'lhe mass 
spectrum of M-1 shows that it has a molecular weight of 144 and a cracking 
pattern that matches what exists in the literature for 2, 3-dihydro-3, 5-
dihydroxy-6-rnethyl-4(H)-pyran-4-one.1 M- 3 is 5- hydroxymethylfurfural 
(molecular weight of 126). The identity of M-2 is not yet positively 
established. 

To use these markers in demonstrating sterility, their kinetic 
characteristics must be known precisely. These were determined for M-1 by 
taking a broccoli extract, heating it at 121 °C (250~) , and tracking 
the isothermal formation of M- 1; it rises quite rapidly at the beginning 
then begins to trail off, eventua lly reaching a plateau or limiting value 
(Fig. 3). Since there appears to be a limit to the amount of the 
precursor that can convert to the marker, that plateau is defined as the 
limiting marker yield at time infinity, or ~· 

A plot of the logarithm of the marker yield as a function of time 
gives a straight line, indicating that this conversion is a first- order 
process. If the formation is tracked at several different temperatures 
and if the logarithm of the observed rate constants is plotted against 
reciprocal temperature, a straight line is also obtained, indicating that 
the formation of this marker follows Arrhenius kinetics . The activation 
energy for the reaction can be obtained from the slope of this plot, which 
for M-1 is 23 . 7 kilocalories per mole. 
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MODEL RElATING BACI'ERIAL DESTRUcriON TO MARKER FORMATION 

To use this infonnation in a practical way requires that we 
mathematically relate the destruction of food- contaminating bacteria to 
the fonnation of intrinsic markers in the same system. 2 To understand 
the relationship, three points are emphasized. Firstly, the precursor of 
the marker and the bacterium of interest can be considered to be 
collocated and, therefore, experience the same thermal exposure. 
Secondly, since both kinetic processes are first- order, we need only 
consider the fraction of convertible precursor converted to the marker, 
namely Mj~, and the fraction of the total bacterial population 
remaining at any time, namely N/N0 • And, thirdly, since the rates of 
bacterial destruction and marker are temperature-dependent, the 
time-temperature profile influences these processes and the cumulative 
effects must be found by integrating over this profile. The final 
predictive equation relates lCXJ N0 /N to (M/~) and involves several 
key kinetic parameters and the peak temperature in the profile. The 
derivation of the model is outlined briefly, but will be detailed 
elsewhere. 

N(t), the number of microorganisms remaining at time, t, behaves as a 
first-order process, and so 

(1) 

te 

u(tel ~I k[T(t)] dt ~ ln[N0 /N(te)J . (2) 

0 

k, the rate constant, depends on absolute temperature, T, and so 
on t. N = N0 at t = 0. The dependence of the rate constant on 
temperature 1s assumed to be given by the Arrhenius relationship 

k[T(t)] = k
0 

eC- Ea/{R T(t)}J, 

where Ea is the activation energy, R the universal gas constant, and 
k

0 
the pre-exponential or frequency factor. 

These relations are put in dimensionless form by introducing a 
reference temperature, Tr, and defining 

E = Ea/(R Tr) 

x = Tr/T- 1 or T = Tr/(1 + x) . 
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E is dimensionless activation energy, and x is a dimensionless 
inverse transformation of T, i.e., x decreases as T increases. '!hen 

Ea/(RT) = [Ea/(Rrr)J[Tr/T] = E(l+x), 

and the Arrhenius relationship and Fqns ( 3) and ( 4) lead to 

(5) 

Equation ( 5) implies that ~ is the rate constant at the temperature, 
Tr. In dimensionless terms, Fqns (1) and (2) become 

a(te) = ~ F(te) (6) 

te 

F(te) -I e-Ex(t) dt . (7) 

0 

M(t), the marker concentration at any time, t, is assumed to obey 
first-order formation kinetics, and so 

M(te) = ~{1 - e- a(te>}, where 

te 

a(tel -I J;.[T(t)] dt- - ln[l-M(te)/11,.]. (B) 

0 

~ is the limiting marker concentration attained at maximum conversion 
of the precursor, and J<m is the rate constant for marker formation. '!he 
rate constant is also assumed to follow the Arrhenius relationship with 
activation energy E and pre- exponential constant ~. '!he 
dimensionless transronnation of T for M is the same ror N. J<mr 
is the rate constant when T = Tr, and 

By analogy with the formulas for N, we obtain from Fqn (7) 

J<m = J<mre- Frox; J<mr = Jme-Fm 

a(te) = J<mrFm<te) 
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te 

Fm(te) = J e-Em<(t) dt. 

0 

(10) 

If the temperature pulse is quadratic in t , then we can calculate 
F{te) exactly. The pulse is taken as symmetric with duration te = 2 ~' 
and the transformation of T into x gives 

x(t) = xp + (x0 - xp> [{t-~)/~)2. 

x is parabolic, starting and ending with x = x0 ; the peak temperature 
(minimum x) is attained for x = xp when t = ~· Inserting this pulse
form in Fqn (7) gives 

F(te) = te {C/g) erf(g) e-Exp, where 

c = vn/2, g = v[E(x0 - xp)J. 

It is usual that g > 1.4, in which case erf(g) is nearly 1, 3 so 

F(te) = (C/g) te e - Exp. 

The estimates of a(te) and a(te) are fotmd by combining Eqns (6) 
through (10) to obtain 

a(te) = ~{C/g) te e- Exp 

g = v[E(x0 - xpJ 

a(te) = ~{C/CJm) te e-~~ 

CJm = v[~(x0 - xpJ. 

Dividing Eqns (11} and {12} we find 

(11) 

(12} 

aja = (~/~)v{~/E) eC<~- E)xpJ. (13} 

If :xn is known, Fqn ( 13) allows the calculation of a from 
measuremefits of a. If :xn is not known, it can be fotmd from 
measurements on two (or ffiore) different markers, designated by subscripts 
m and q. Both markers receive the same temperature-pulse as the 
microorganism, and so obey the same formulas except for parameter-values. 
If Q is the concentration of the extra marker and Ooo its limiting 
concentration, 
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aq = -ln[1 - (Q/Qoo)J 

= ~(C/g)te e-~ 

gq = v' [Eq(xo - ~) J 

Eqns (12) and (14) can be solved for ~' 

(14) 

~ = ln{ <amfaq) (~/J<mr)v(Fro/Eq) }/<E.g-Em>, (15) 

and a can then be found from Eqn ( 13) . 

To illustrate these calculations, they are performed for two 
microorganisms, C~ostridh.nn botulin';ID'_fJ<r=10.96 min- 1 , .E = 88.5) and 
B. stearothermophJ.lus (J<r =1.1515 rom , E = 73.3) , usmg Tr = 
394.r K and R = 1.987 calfmol/(deg K). The M-1 marker has J<r = . 0151 
min- , E = 30.3. For Clostridh.nn botulinum and the marker , and for !h 
stearothermophilus and the marker, Eqn ( 13) leads to 

log10 (N0 /N) = 184.4 e-58 · 2~[-ln{l- (M/Mb)}] 

log10 (N0 /N) = 21.29 e-43 · 0~[-ln{1- (M/Mb)}], 

respectively. These relations are graphed in Figs. 4 and 5 for various 
peak temperatures. Fig. 4 shows that marker measurements at 250~ in 
the range 0 < M/Mb < .15 furnish estimates of N0 /N in the range 
0 < log10 (N0/N) < 30 for Clostridium botulinum. The marker is easily 
measurable m this range, and the log cycle reduction in the microorganism 
can be calculated to demonstrate that the food had been adequately 
processed to assure safety. 

EXPERIMENTAL TEST OF THE MODEL 

The validity of the model can be tested using microbiological data 
from a simulated aseptic processing procedure. Spores of the thermophilic 
bacterium, B. stearothermophilus, are embedded in alginate beads, 4 

placed at the center of a particulate food, and subjected to a the.rnal 
pulse. Surviving bacteria are counted and their decadic reduction is 
related to the marker concentration determined in the vicinity of the 
bacteria. 

These microbiological experiments have several limitations. Firstly, 
there is a limit to the number of spores (approximately 10 million) that 
can be loaded at the center of the food particulate. Secondl y , the size 
of the alginate beads is difficult to reproduce, and these beads are cured 
before being exposed to high temperature. Therefore, the initial 
bacterial counts vary significantly, by as much as 100%. Thirdly, since 

354 



ROSS , et al . 

z 
' 0 15 
z 

0 

20 

z 
' 0 15 
~ 
~ 

t.:) 
0 
...I 

10 

5 

/ 
I 

I 

/ 
I 

I 
I 

I 
I 

I 
I 

I 
I 

I 
I 

I 
I 

I 
I 

:' / 
: I 

: I 
: I 

/ I ,~ 

/ / / 
/ I ,' 
:'/ / 

:'1 : 
:'I/ 

.'1 ' 
:'1:' 

.05 . I 

U/ll .. 

Fig. 4 

Fig. 5 

355 

Relation between 
Log10 (N0/N) for 
c. botulim.un and M/Mb 
at several peak 
temperatures : 
(a) 250°F 
(b) -- 255°F 
(c) 260°F 
(d) 265°F 
(e) 270°F. 

Relation between 
Log10 (N0 /N) for 
B. Stearotherrno}2hilus 
and M/Mb at several 
peak temperatures: 
(a) 250°F 
(b) - - 255°F 
(c) 260°F 
(d) 265°F 
(e) 1 270°F. 



ROSS, et al. 

the spores are diluted while harvesting and culturing, it is difficult to 
count reliably less than 10 colony forming units related to the surviving 
spores. As a result, six decadic reduction in B. stearothennophilus is 
the maximLnn reduction one can hope to observe. 

Despite these limitations, encouraging preliminary results were 
obtained. Alginate beads containing approximately 8x106 spores were 
placed at the center of ham cubes of different sizes (1", 314", and 
112"). Ten ham cubes of the same size were heated in a chamber with 
pressurized steam until 131 °c was reached at the center, as measured by 
a thermocouple in one of the ham cubes. As expected, it took much longer 
for the larger cube to reach the same temperature at the center. For 
example, it took 1. 5 min for the center temperature of a 112" cube to 
increase from 100°c to 131°C; the same temperature increase took 6 min 
for a 111 cube. 'Ihe temperature profile was a good approximation of a 
quadratic function. When the final temperature was reached, the chamber 
was rapidly evacuated and the center temperature dropped to about 100°C 
instantly. The alginate bead was recovered and the surviving spore 
population was measured. The ham cubes were cut into three portions 
(surface, intermediate, and center). The marker, M-1, was extracted with 
five-fold excess water and its concentration was determined by anion 
exclusion chromatography with photodiode array detection. The ham Sffi~le 
was also heated in an oven at 131 °c until a plateau value was obtained. 

In the 11211 ham cube, M-1 was observed at a low concentration 
corresponding to a Mlf.'bo valu~ of approximately 0. 05. The survivor 
population varied considerably; however, a decadic reduction of 
approximately one was observed on the average as shown in Fig. 6. A much 
higher value of Mlf.obo, about 0.21, was observed from the center of the 
314" cube. About 3 . 5 decadic reduction was observed from the 31411 cube. 
The model described above predicts a linear relationship between 
log N0 1N and Mlf.obo· The experimental results are consistent with the 
prediction of the model. A higher value of 0. 43 was observed for Mlf.obo 
in 111 ham cubes. The linear relationship predicts about seven decadic 
reduction and no bacterial survivor was observed, consistent with the 
marker yield. 

In the 111 ham cube, a gradient in the marker concentration was 
observed decreasing from the surface to the center. 'Ihe gradient is 
consistent with the direction of the heat transfer from the surface to the 
center. 

'Ihe test shows that the model correctly described the form of the 
relationship between bacterial destruction and marker formation. 
Additional experiments are underway using a more sui table temperature 
range and more precise microbial counting technique to refine further this 
test. 
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CONCLUSION 

'nle model developed and the test results obtained indicate that the 
markers could be used to validate the sterility of aseptically processed 
particulates. It should lo!a possible to calculate the decadic reduction 
that would have been attained in microbial contaminants in the largest 
particulate moving at the fastest speed based on the marker yield. Some 
refinement in the technique and confirmation of key kinetic parametE>.rs are 
neede,d and are being made to achieve the precision desired. 'nle approach 
is sensitive, being able to demonstrate a wide range of bacterial 
destr1.1ction with the accessible range of marker detection. It is also 
possible to determine the heat distribution within the particulate, by 
cutting up the particulate and analyzing for the marker in any section 
from the surface to the center. The residence time distribution of 
particulates in aseptic processing systems can be determined as well. '!he 
marker approach can be used in general to demonstrate that the process is 
safe and, in particular, to gain approval for aseptic processing of 
particulates. 
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I ntroduction 

The prediction of a circular decelerator's behavior during 
the initial phase of the opening process is an important 
technical barrier for the Airdrop conununity . As a parachute is 
expected to open successfully at higher speeds and lower 
altitudes, the ability to predict the stability of the initial 
interaction between the decelerator and the flow field becomes 
crucial. A stability analysis of a mathematically r igorous 
model for this process would predict which conditions would 
result in various types of stable and unstable behavior . If 
under certain conditi ons, the uns table behavior caused the 
parachute to exhibit oscillations of increasing amplitude, a 
fabric failure might occur before the parachute could open . If 
the conditions of deployment resulted in a sustained 
oscillation of bounded amplitude, it is not known how the 
opening would be affected . The conjecture is that this global 
motion might prevent the failure known as "squidding," where 
the parachute never begins to inflate . Conditions may also be 
such that the canopy assumes a stable deflected shape. In any 
of these cases, the analysis would provide details about the 
shape of the canopy just prior to the inflation process . 
Currently, all models of the opening process (Steeves, 
1986,1989; Ross, 1970, 1971; Ludtke, 1986; Purvis, 1982; 
Reddy, 1974; Heinrich and Jamison, 1966) are applicable only 
after the decelerator has attained some assumed ini tial shape. 

_Since this assumed shape is determined by the behavior of the 
decelerator during the initial phase of the opening process, 
an understanding of a decelerator's behavior just prior to the 
inflation phase is of fundamental value . 

The subject of this paper is the development of a mathematical 
model of a canopy's behavior just after the canopy is 
extracted . This model requires the development of a partial 
differential equation (PDE), which governs the interaction of 
the canopy with the flow field . The derived model could be 
analyzed using dynamical system theory to determine the 
stability of the canopy as a function of the values of various 
physical parameters (e.g., airspeed and line tension). 
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Literature Review · 

There are numerous models in the open literature for the 
interaction of a flexible structure with a flow field; for an 
overview see Dowell, 1975, 1980; Bisplinghoff and Ashley, 
1962 . Typically, these model s were created to analyze the 
aerodynamic flutter problem of a structure in a supersonic 
flow field. While the fluid structure interaction is easier to 
model using this assumption, most Army airdrops are performed 
at subsonic speeds. Thus, these models are not directly 
applicable to the decelerator problem. Work has been 
published for problems where a pipe either conveys fluid or is 
in a flow field (Paidoussis and Issid, 1974; Thompson and 
Lunn, 1981; Paidoussis, 1966) . These models were either not 
applicable, such as those for pipes conveying fluid, or too 
restrictive, such as the line ar models of Paidoussis, 1966. 
Hence, the development of an applicable model was essential. 

The application of dynamical system theory to aerodynamic 
stability problems is not new. For a good mathematical 
introduction to dynamical systems see Guckenheimer and Holmes, 
1983; for an introduction from an e ngineering viewpoint see 
Thompson and Stewart, 1986 . In fact, the supersonic flutter 
problem has been examined in some detail (Holmes and Marsden, 
1978; Dowell, 1966, 1980; Marsden and Hughes, 1983) . The 
stability of pipes conveying fluid has also been examined by 
Holmes, 1977. The idea is to use dynamical system techniques 
to find the "essential generic models " from the full system of 
PDEs (Holmes, 1977; Holmes and Rand, 1976). 

Definitions 

Under certain conditions, i.e . wind load, line tension, the 
decelerator may attain a specific shape and remain that way 
until inflation begins . This would indicate stability. 
Sometimes , when the conditions are changed, a dramatic change 
in the behavior of the decelerator occurs . The new state may 
be one in which the decelerator is oscillating steadily with 
bounded amplitude (flutter, or sustained flutter), one in 
which the amplitudes of the oscillation grow without bound 
(divergent flutter), one in which the oscillations are 
chaotic, or one in which the tube is displaced to a new 
equilibrium position (divergence). The definitions used here 
for flutter and divergence are in accordance with nonlinear 
theory and differ from the definitions of divergence and 
flutter for linear theory (in which divergence is defined as a 
zero frequency displacement that grows without bound and 
flutter is defined as an oscillatory motion whose amplitude 
grows without bound) . This rapid change as a function of the 

361 



PISCITELLE 

value of a given parameter or parameters is termed a 
bifurcation. 

Dynamical System Theory 

The advantage to applying dynamical system theory in the study 
of these complicated physical problems is that the parameter 
values for which qualitative changes in decelerator behavior 
occur may be determined by looking at a set of equations, 
which are much simpler than the original PDE. This simpler 
set, or reduced set, of equations is easier to analyze, both 
mathematically and numerically, yet still contains all the 
information required to describe the bifurcation phenomena. In 
general, the reduced set of equations is a finite system of 
nonlinear ordinary differential equations (ODEs) in time. This 
set of ODEs is called a low- dimensional model because it 
contains a small number (one, two or perhaps four) of ODEs as 
opposed to the original POE, which was infinite dimensional. 
There are a number of techniques for making the reduction 
(Holmes, 1977; Guckenheimer and Holmes, 1983; Carr, 1981). One 
technique is to expand each of the POE's variables as an 
infinite series of appropriate space functions with time
dependent coefficients, substitute the series into the 
original PDE and truncate the system to a finite number of 
ODEs in time. Another technique is to determine if a center 
manifold exists for the PDE. This would also reduce the PDE to 
a finite set of ODEs in the variables which were changing 
slowly in time on the center manifold. The local bifurcation 
behavior is then described by the set of ODEs which govern the 
dynamics on this usually low-dimensional space (see Marsden 
and McCracken, 1976; Henry, 1981; Guckenheimer and Holmes, 
1983; Carr, 1981). 

Scope 

The scope of this pape r is limited to narrow tubes with simple 
supports on each end. This model was chosen because of the 
parachute ' s shape and attachments during the initial 
extraction phase . Typically, the parachute has one end 
attached to the payload and is extracted by another parachute 
attached at the opposite end. While the _extracting parachute 
can not perfectly fix the top of the extracted parachute, 
films of actual parachute deployments show that the assumption 
of a simple support is not unreasonable as a first 
approximation. In addition, prior to opening, the canopy 
appears to assume a tube-like shape. The PDE derived -in this 
report is not restricted to the assumption of simply supported 
end conditions. Other supports (such as fixed-free) may be 
used and the appropriate set of ODEs would be derived based 
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upon a slightly different eigenfunction expansion . The tubes 
are assumed to be viscoelastic and may have a general cross
section. The flow field is parallel to the initial (at rest) 
axis of the tube and a nonlinear fluid- solid interaction model 
is derived . The extension of the fluid- solid interaction model 
to include nonlinear terms, while important for subsonic 
flows, has not been derived previously because the effect is 
small for supersonic flows (see Holmes, 1977). 

The section titled Physical Model contains the basic 
assumptions used in developing the PDE that describes the 
uninflated decelerator and its interaction with the external 
flow field. This section . also develops the extension of the 
fluid-solid interaction model to include nonlinear terms. A 
complete PDE is then presented and compared to models already 
published, which serve as special cases of this more general 
model. 

The section titled Derivation of Low-Dimensional Models begins 
with the PDE derived in the previous section and determines a 
set of eigenfunctions for the nonlinear problem. Each of the 
PDE's variables is then expanded as an infinite series (with 
time- dependent coefficients) in these eigenfunctions. The 
substitution of these series representations into the original 
PDE and the use of standard, albeit tedious, calculations 
yields an infinite system of coupled nonlinear ODEs. 
Truncation of this system at various levels gives a sequence 
of low-dimensional mode ls, which are examined in the next 
section . 

The Results and Discussion section presents the models 
developed and the results of the stability analysis along 
with phase plane plots for the lowest dimensional model. This 
section examines and compares the results to those found by 
previous authors for similar s ystems of equations and also 
describes the numerical software used. 

The Conclusions are the salient findings of the paper . The 
implications of these findings to the initial opening problem 
of a decelerator are then discussed. 

The Recommendations outline a set of theoretical and 
experimental studies for the future . The course of action 
presented is based upon the results obtained in the current 
investigation and number of new approaches and extensions , 
which the author believes could prove fruitful. 
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Physical Model 

The decelerator is modelled as a long thin tube, with mass per 
unit length m, which is simply supported at each e nd . The tube 
is immersed in a fluid which is flowing with a f ree stream 
velocity U parallel to the initial (undeformed) axis of the 
tube . The tube may also be s ubject to an initial axial load, 
T0 , applied at the right support by displacing the right 
support . 

y 

u 

X 

Figure 1. Simply Supported Tube in Axial Fluid Flow. 

The boundary conditions are chosen to model the attachment of 
the decelerator to the payload at one end and to the 
extraction chute at the other end . The boundary conditions 
wherein both ends are fixed or one end is fixed with the other 
free may also be used . 

Thus far the geometrical model is the same as that used by 
Paidoussis, 1966 to construct a linear equation of motion for 
the flexible cylinder. At this point, the assumptions used to 
construct the nonlinear model analyzed in this report are 
described . 
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The mater ial is assumed to be viscoelastic and to obey the 
Kelvin-Voight model as was assumed by Holmes , 1977 and 
Paidoussis and Issid, 1974. Thus, the stress strain law f or 
the material is 

a = Ee + 'YI e , ( 1 ) 

where a= s tress, E = Young's modulus, 'YI = coefficient of viscosity, 

e = strain, and () · ao = dT . 

The study is also limite d to motions which result in small 
strains in the tube . Under these assumptions (see Holmes, 
1977), the axial extension, w(x), induced by the lateral 
deflection y(x) is given by 

L 

w ( x) = ~ f ( y' ( x) ) 2 dx 

where ( )' ao 
- ax . 

( 2 ) 

Expression 4 and Equation 5 are used to modify the linear 
model of Paidoussis, 1966. 7he resulting PDE is structurally 
nonlinear. 

Before writing down the PDE for the motion of the tube, the 
extension of the fluid- structure interaction model will be 
derived. Assuming small lateral motions for the tube, 
Paidoussis, 1966 used the result of Lighthill, 1960 for the 
resultant relative velocity, v(x,t), between the tube and the 
flow. V(x,t) then has the form (see Lighthill, 1960) 

v(x,t) =jr+ Uy'. ( 3 ) 
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By letting M be the virtual mass of the fluid for a unit 
length of tube, Pa idouss is, 1966 shows that the resultant 
lateral force on the tube may be expressed as 

a a { ( dt + U [ dx ] } { M v( X, t} } • ( 4 ) 

In addition, Paidoussis, 1966 assumed that there were viscous 
forces acting on the tube and using the results of Taylor, 
1952 for long inclined tubes with turbulent boundary layers 
obtained 

for the viscous normal force per unit length of tube. 

Paidoussis, 1966 also obtained 

Where 

FL = ~pDU2Cpos ( i) 

i = arcsin(~) u 

( 5 ) 

( 6) 

for the viscous longitudinal force per unit length of tube. In 

equations 5 and 6, D is the tube diameter, p is the density 

of the incompressible fluid, C0P is coefficient of form drag 
for a cylinder in cross flow and C! is the coefficient of 
friction drag. Paidoussis, 1966 implicitly assumes that v << U 
which implies that sin (i) >> sin2 (i) and cos (i) = 1. 
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Thus, Paidoussis, 1966 obtains 

and 

FN =s ~pDU2sin ( i) 

FL =s ~p U2Cf • 
(7a,b) 

Equations 7a and 7b represent the linearization by Paidoussis, 
1966. 

Equations 7a and 7b are first order approximations to the drag 
experienced by the tube. In order to derive a better 
approximation, it is necessary to more closely examine 
equation 5 and the geometry of interaction of the tube with 
the flow field. Equation 5 was chosen by Taylor 1952 as a 
likely candidate for the variation of normal force with tube 
angle. This was estimated based upon a curve fitted to laminar 
flow data in which sine squared worked well. The difficulty 
with equation 5 is that the sine squared term leads to terms 
in the PDE which are even in y. This is not physical . The same 
data has been fitted well by the author using sine cubed for 
the nonlinear extension and this leads to physically 
meaningful terms for the PDE, i.e. terms which are odd in y . 

The new drag equation may be written as 

(B) 

Including the effect of the tube's velocity in the y direction 
on both the magnitude and direction of the total fluid 
velocity relative to the tube, the resultant velocity and 
direction angle relative to the tube are 

( u2 + C.V> 2 > 

and (arctan (y1) + arctan ( ~) 
(9a,b) 

respectively. 
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Substituting expressions 9a,b into equation 8, expanding in a 
Taylor series and retaining the first set of higher order 
terms, the normal drag force may be written as 

F N = ~ pDC t' ( U2 y 1 + Uy] 

+ ~pD[U2 (CDz>-~CE) (y1
) 3 + U(3Cnz>-~Cf) (y1

)
2y] 

The longitudinal drag force is the one used by Paidoussis, 
1966, equation 7b. 

(9c) 

Using equations 2, 3, 4, 7b, 8, and 9a-c, the equation of 
motion may be written as (see Paidoussis, 1966; Holmes, 1977) 

l l 

ay"" + y'"' + [u2 (1-~f;cT(~-x))-f-KJ(y') 2 dx-afy'y' dx]y'' 

+ 2f:F12uy' + f;cTu2y' + ~~ll2t;cTuy 

The boundary conditions for equation 10 are 

y = y'' = 0 at X = 0 1 1 (11a,b) 
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Equation 10 i s in dimens ionless form . The nondimensional 
variables are defined as 

X= x/L, y = y/L, 't = t ( EI ) 1; 2 13 M = m + M' V m + M ' 

T L 2 

~ 
L UL ( .!:!._ ) 1/2 

AL2 r 0 u K = EI ' = D' = = ""'22 , EI ' 

a = fJ ( I ) 112 

L2 E(m + M) ' 
a= 

( EI ( m + M) ) 172 
' 

(12a-1) 

where A is the cross - sectional area of the tube, I is the 
cross-sectional moment of inertia of the tube, and all other 
terms are as define previously. In equation 10, the bars have 

been dropped from the x andy variables and () · e ~~) for 

convenience. If only the linear terms in equation 10 are 
retained, the resulting equation is equivalent to the linear 
PDE examined by Paidoussis, 1966. If the last two nonlinear 
terms on the left hand side (LHS) of equation 10 are 
eliminated, the resulting equation is similar to that derived 
in Holmes, 1977. 

Based on physical reasoning, the ranges of the parameters 
defined in equations 12a - 1 are r e stricted. One sets the 

structural damping parameters a, a > 0, and fixes 13, K > 0. 

Also, it is typically assumed (see Holmes, 1977) that viscous 
damping terms such as cT are fixed at some positive value. 

This then leaves the nondimensional tension f (which may be 

either positive, negative or zero) and the nondimensional 

fluid velocity u ~ 0, as the parameters which may be varied . 
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Hence, equation 10 would represent a two- parameter family of 
PDEs with the so- called control parameters (see Holmes, 1977; 
Holmes and Marsden, 1978; Guckenheimer and Holmes, 1983) 

1-t = ( u , r ) E R2 
• 

This choice of control parameters is a function of the 
particular phys~cal problem being analyzed . In the system of 
equations examined in this report, equations 10 and 12a,b, the 
ratio of drag coefficients R is a new parameter, which may be 
varied in conjunction with the previously mentioned tension 
and velocity parameters . Thus, one may consider equation 10 as 

a three- parameter family with v = (u,f,R)E R3 • 
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Derivation o f Low-Dimensional Models 

The equilibrium states may be found by setting all time 
derivatives to zero in equation 10 . The resulting ODE is 

1 

y'"' + [u 2 (1 -~~cT(~-x}} -r-KI(y1 ) 2 dx]y11 

+ ~cTu 2y' + ~cTu2~ ( R-~) (y') 3 = 0 

with the boundary conditions given by equations 11a, b. 

Following Holmes, 1977, it is observed that for cT = 0, 

equation 13 reduces to a nonlinear equation examined by Reiss, 
1969. This representation will allow one to extract a complete 
set of eigenfunctions for the equation 13 by solving for the 
eigenfunctions of the linearized ODE 

w 1111 + 'Aw 11 =0 j j j ' 

= (u 2 -r-'A1 ) 
(14) 

K 

For simple supports, equations 11a, b, the resulting 

eigenfunctions are w1 ( x) = a1 s in ( jnx) • Thus, using Galer kin 

averaging (see Dowell, 1966; Holmes, 1977) and the 
eigenfunctions from equation 14, let 

n 

Yn(x,-c) = L r 1 (-c)w1 (x) 
j = 1 

The rj's are time dependent functions to be determined . 
Of course, the use of equation 15 assumes that the series 

approximation for Yn converges to y as n- oo • 
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Now, substitute equation 15 into equation 10 (and note that as 
expected the boundary conditions given by equations 11a, b are 
satisfied because equation 15 is a linear combination of 
functions, each of which satisfies these boundary conditions) 
to obtain 

(16) 

n 

+ ~~cTu2 (R-~ ) ( L wjrJ)J 
j = 1 

n n 

+ ~cT~f31 12 u(3R-~) ( L t-.{rk) 2( L wk.tk) = 0 
k = 1 k = 1 

The Galerkin procedure then requires that equation 16 be 
multiplied by W8 (x) and integrated from x = 0 to x = 1 . The 
resulting equation is then reduced using the standard 
orthonormality relationships . The result is a set of n second 

order ODE in the coefficients r 8 (L) • 

By truncating the series at n = 1, and 2, two low dimensional 
models are developed. They are 

for n = 1: 
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for n = 2 : 

(18a) 

(18b) 
+ Jt2~c u2 (R-~ ) [~r r 2 + ! r 1

3
) 

S T 2 35 l 2 5 

In equations 17, and 18a,b the coefficients A8 and B8 are 
defined as 

(19a,b) 
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Any one of the systems given by equations 17 or 1Ba,b may be 

written as a first order ODE on R211 • For example, equation 

17 may be put in the form 

X =AlA X + N ( x) (20a-e) 

where 

and 

N( x) = ( -

Clearly, for a given set of initial conditions, equations 20a
e may be numerically integrated using standard techniques. In 
fact, all of the low-dimensional models may be put in the form 
of equations 20a-e with the only change being that the entries 
in equation 2 0d become matrices of order n x n • Holmes, 1977 
points out that the accuracy with which the numerical 
solutions to any particular low-dimensional model agree with 
the solution to the POE is dependent upon the speed of 
convergence as the number of modes goes to infinity . Dowell, 
1966 showed that for similar systems n = 4 or 6 was a good 
approximation. This (see Holmes, 1977) is probably due to a 
concentration of the energy at the low frequencies. Following 
Holmes, 1977, as the current report is primarily concerned 
with the qualitative behavior of solutions, the assumption is 
made that the convergence is rapid enough for the low
dimensional models to be physically reasonable. This 
assumption will have to be examined later in this research, 
either analytically or exper imentally. 
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Results and Discussion 

This section describes the use of dynamical system theory to 
investigate the bifurcation behavior of the low dimensional 
model given by equation 20a- e . It also describes the software 
which is used to provide the phase plane plots and compute the 
stable and unstable manifolds associated with the equilibrium 
points. 

As stated previously, one may consider equation 20a- e as a 

three- parameter family with v = (u,r,R)E R3 • Equation 20a-e 

has equilibrium points given by 

(21) 

Equation 21 agrees with the results obtained by Holmes, 1977. 
They are reproduced here for comparison. If B1 > 0 , then 
(0,0) is a unique fixed point and it is a sink, see figure 2. 
This means t hat the undeflected shape is stable. If B1 < 0 , 
there exist three equilibrium points given by (0,0) and 

( ±J-2B
1
/Kn 4 , 0) • The tube is now unstable since the center 

fixed point is a saddle and, for R large enough, the other two 
are sinks as shown in figure 3 (see Holmes, 1977). Note also 
that The change in sign of B1 from positive to negative takes 

place when r - u2 = - n 2 , (this is the Euler buckling mode). 

For the case where R < Rcr (where Rcr is the critical value 
above which the results agree with Holmes, 1977 ), different 
results are obtained. For B1 > 0 there stil l exists a unique 
fixed point at (xlfx2 } = (0,0) . For B1 < 0 and R > Rcrr the 
structure is identical to that found by Holmes, 1977 and there 
are three equilibrium points, one saddle and two sinks, see 
figure 4. If however, R i~ reduced to a value below ~r then 
the two sinks become sources and a pair of limit cycles is 
born, see figure 5. Physically, these limit cycles correspond 
to the canopy oscillating about either one of the displaced 
positions, i . e., fluttering . 
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Figure 2. Holmes' One Mode Model with B1 > 0. 
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Figure 3. Holmes' One Mode Model with B1 < 0. 
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Figure 4. New One Mode Model with B1 < 0 and R > Rcr • 
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Figure 5 . New One Mode Model with B1 < 0 and R < Rcr. 
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At this point, the dynamical system software used to examine 
the low- dimensional model is described . The specific software 
is "kaos<TM) Dynamical System Toolkit with Interactive Graphic 
Interface" and was developed by J . Guckenheimer and S. Kim. 
The package is a collection of numerical and graphical 
routines which are quite helpful in computing equilibrium 
points, stable and unstable manifolds and other dynamical 
system phenomena, such as limit cycles. The program runs on a 
SUN SPARe<™> workstation and is easy to compile and easy to 
use . (For a detailed description of the package see J. 
Guckenheimer and S. Kim; 1990.) Figure 6 is an example of the 
display produced on screen for the user . 

The program allows the users to examine the behavior of their 
own system of equations in a interactive mode . The graphical 
output is supplemented by data written to a file. These data 

.may include locations in phase space of equilibrium points, 
types of fixed points (i.e . , saddles, sinks, sources) and 
eigenvalues and eigendirections for the stable and unstable 
manifolds. The toolkit also computes time series and allows 
users to construct Poincare maps • The user may also choose a 
particular integration algorithm. 

The program was obtained free of charge by anonymous ftp. The 
package contained detailed instructions and appropriate 
Makefiles to enable one to build a working version on their 
machine in a very short period of time. For someone well 
versed in dynamical system theory, this toolkit can greatly 
reduce the routine calculations one previously had to perform 
and can provide visualization capability with little or no 
effort . 
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Concluding Remarks 

A new nonlinear partial differential equation is derived to 
model the behavior of a simply supported tube immersed in a 
viscous fluid flowing parallel to the support axis. The new 
model extends the linear fluid-structure interaction model 
used by Holmes, 1977 and Paidoussis, 1966. Using this model, a 
sequence of low- dimensional models is constructed. Each finite 
dimensional model is a set of time- dependent nonlinear ODEs. 

Analysis of the smallest low dimensional model shows that the 
extension of the linear fluid-structure interaction model to 
include nonlinear effects results in a low- dimensional model 
capable of predicting the dynamics of flutter in a canopy. 
Previously (see Holmes, 1977), the undeflected shape could be 
made to become unstable by a suitable choice of parameters . In 
the model examined in this report, the undeflected shape can 
also become unstable and may evolve to either a displaced 
static position or an oscillatory motion about a displaced 
position, i.e . , flutter . This is a new result for a model of 
such low dimension. 
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Recomme ndations 

The results presented in this report are preliminary . Only the 
smallest low- dimensional model was examined and it is well 
known (see Holmes, 1977) that the larger models, which allow 
modal coupling, can also present interesting behavior, such as 
flutter. It is therefore recommended that the two- mode and 
four- mode models be analyzed . 

The low- dimensional models were derived using the assumption 
that the series representation for each variable converged to 
the true solution sufficiently rapidly for a small number of 
terms to yield good results . It is recommended that the actual 
PDE be examined using center manifold theory to produce a low
dimensional model and that it be compared to the set of models 
produced in this report. The PDE should also be directly 
integrated for specific parameter values and the results 
compared with the predictions of the low- dimensional models. 

Finally, the value of any model is determined by its ability 
to predict. Therefore, experimental work should be performed 
to verify that the qualitative behavior predicted by t he model 
agrees with the behavior observed in the laboratory. 
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ABSTRACf: In parachute research, the transient canopy inflation process is a 
difficult and important problem. The complexity of this process arises largely from the fact 
that the flow field is dependent on the canopy shape, which is itself dependent on the flow 
field. The state of the art is presently incapable of adequately modeling the pressure and 
stress distributions on a canopy during the opening process. T hus, there is a need to improve 
our present capability in predicting parachute behavior computationally. 

Obtaining solutions to the governing equations of fluid dynamics is a great challenge. 
The governing equations, or Navier-Stokes equations, consist of a set of nonlinear, partial 
differential equations which must be solved in time and space. Until recent years, solving 
the complete Navier-Stokes equations for complex fluid dynamics problems was impossible. 
For this reason, parachute aerodynamics has been a science that has been predominantly 
experimental in nature. However, experimental fluid dynamics cannot provide information 
about an entire flow fie ld . Instead, experimental fluid dynamics focuses on a small portion 
of the flow field. For this reason alone, the solution of the complete Navier-Stokes equations 
for the flow field about an aerodynamic decelerator would be very valuable. 

Advances in computers and computational methods have made the use of 
computational fluid dynamic.c; (CFD) possible for more complex fluid dynamics problems. 
These computations provide information about the entire flow field (i.e., pressure 
distributions, velocities, etc.) about a decelerator. This paper will present results from a study 
on the behavior of aerodynamic decelerators using CFD. First, the effect of the vent size on 
the performance of a fully inflated annular decelerator were investigated and will be 
presented. Secondly, predicted time-variant behavior for deforming aerodynamic decelerators 
will be presented. With continued advances in computers and computational methods, the 
next step is to model computationally the inflation process for an entire parachute system. 
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An Investigation of Parachute Aerodynamic Characteristics 
Using Computational Fluid Dynamics 

Keith R. Stein 

U.S. Army Natick Research, Development and Engineering Center 
Natick, MA 01760-5017 

INTRODUCTION 

The United States Army requires future airdrop systems to operate at lower altitudes 
and higher speeds than those of current parachutes. In order to meet these requirements, it 
is necessary to understand details about the pressure and velocity fields that are difficult to 
obtain through empirical approaches. Advances in recent years in computers and 
computational methods have made the use of computational fluid dynamics (CFD) for 
parachutes possible for these detailed flow field studies. 

Obtaining solutions to the governing equations of fluid dynamics is a great challenge. 
The governing equations, or Navier-Stokes equations, consist of a set of nonlinear, partial 
differential equations which must be solved in time and space. Until recent years, solving 
the complete Navier-Stokes equations for complex fluid dynamics problems was impossible. 
For this reason, parachute aerodynamics has been a science that has been predominantly 
experimental in nature. However, experimental fluid dynamics cannot provifie information 
about an entire flow field. Instead, experimental fluid dynamics focuses on a small portion 
of the flow field. For this reason alone, the solution of the complete Navier-Stokes equations 
for the flow field about an aerodynamic decelerator would be very valuable. 

Advances in computers and computational methods have made the use of computational 
fluid dynamics (CFD) possible for more complex fluid dynamics problems. These 
computations provide information about the entire flow field (i.e., pressure distributions, 
velocities, etc.) about a decelerator. This paper will present results from a study on the 
behavior of aerodynamic decelerators using CFD. First, the effect of the vent size on the 
performance of a fully inflated annular decelerator was investigated and will be presented 
along with related experimental data from a recent wind tunnel test. Secondly, predicted 
time-variant behavior for deforming aerodynamic decelerators will be presented. 
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APPROACH 

Annular Decelerator Flow Behavior 

Initial research at the U.S. Army Natick Research, Development and Engineering Center 
using CFD to study the aerodynamic characteristics of decelerators was conducted by Dr. 
Steeves at the Engineering Technology Division of the Aero-Mechanical Engineering 
Directorate (AMED!ETD). Steeves adapted the "SALE" CFD code, from Los Alamos 
National Laboratory, to solve the flow characteristics for desired decelerator shapes [1,2,3]. 
The efforts of Steeves laid the groundwork for a study on annular parachutes using CFD [4]. 

The annular parachute is known for its high drag performance and is characterized by 
the large vent in its center. The drag coefficient for annular parachutes based on the canopy 
surface area is the highest of all known parachutes [5]. It is this drag efficiency for annular 
parachutes that was the motivation for a study to determine the shape of annular decelerators 
for optimum drag performance. 

Wind Tunnel Tests of Annular Decelerator 

Although CFD computations have been made for various annular decelerators, until 
recently data did not exist on annular decelerators that could verify or refute the 
computational results. In September of 1991, experiments were conducted at a U.S. Army 
Aviation Systems Command (A VSCOM) wind tunnel at the NASA Ames Research Center 
in order to obtain data on annular decelerators, which would be used to measure the accuracy 
of the CFD predictions. 

The wind tunnel model was a rig id and axisymmetric annular decelerator that was 20 
inches in diameter. The model was constructed out of plastic from a mold and several 
models of identical geometries were fabricated to meet different test needs. One model was 
instrumented with a row of differenti al pressure sensors in order to get experimental data on 
the pressure distribution. This model was supported in the wind tunnel by a force balance, 
which allowed measurements of the drag experienced by the decelerator. A second model 
was uninstrumented and was used to gain information on the velocity flow field by utilizing 
experimental flow visualization techniques . The information obtained in the pressure and 
drag experiments was quantitative in nature, whereas the velocity information was more 
qualitative. However, the information obtained in both experiments developed a new level 
of confidence in the CFD predictions, which allowed the work to progress to the more 
difficult modeling of the opening problem. 
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Defonning Decelerators 

The time-variant aerodynamic characteristics associated with the opening of a parachute 
are extremely complex to model. The complexity of the process arises largely from the fact 
that the flow field is dependent on the canopy shape, which is itself dependent on the flow 
field. Thus, in order to predict accurately opening behavior, the equations defining fluid and 
structural behavior cannot be modeled independently but must be coupled together. Dr. 
Steeves is leading an effort to couple the fluid-structure interaction during the opening 
process. In addition to the work of Steeves, additional efforts are in progress to model the 
structural and fluid properties independently. Richard Benney of AMED!ETD is conducting 
research on the structural behavior of parachutes in order to model opening characteristics 
associated with defined pressures. Also, an effort is underway to model the aerodynamic 
characteristics associated with defined openings. Initial results on the CFD modeling of 
deforming decelerators will be presented. 

SALE CFD CODE 

The SALE (Simplified Arbitrary Lagrangian-Eulerian) FORTRAN code, developed at 
Los Alamos National Laboratories, is being adapted to solve the Navier-Stokes equations 
about aerodynamic decelerator shapes [3]. SALE uses a finite difference algorithm to solve 
the time-dependent two-dimensional Navier-Stokes equation and the mass and internal energy 
equations. The fluid pressure is determined from an equation of state. It should be noted 
that velocities are defined at the nodes of the computational grid, whereas pressures are 
defined at cell centers. The finite difference algorithm of SALE allows the use of 
nonuniform computational grids, made up of quadrilateral cells, allowing the grid to be 
deformed to treat the curved surfaces of the decelerator. SALE also has the option of solving 
the nonlinear N avier-Stokes equations for two-dimensional planar or axisymmetric 
coordinates. SALE uses the arbitrary Lagrangian-Eulerian (ALE) grid rezoning method, 
which allows the grid to be adjusted with time. This rezoning method can be useful for 
solving flows about decelerators in motion or for inflation problems. 

Governing Equations 

The problems reported assumed an axisymmetric computational domain and 
incompressible flow. The Navier-Stokes equations are solved in time (t) and in the 
cylindrical coordinate space (r, z). Tli.e primary variables are the radial velocity component 
(v,), the axial velocity component (vz), pressure (p), and internal energy (f). Additional terms 
in the Navier-Stokes equations are the fluid density (p) and the fluid viscosity (p). The 
equations are reduced to the following form: 
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Conservation of Momentum-

(avr avr avr) ap [a ( 1 a ) a
2
vrl p -+v-.-+v- = --+~- --(rv) +--at r ar z az ar ar r ar r az2 

(1) 

(2) 

Conservation of Mass-

(3) 

Conservation of Energy-

[ ( )2 ( )2 2 ( )2] ai ai ai avr avr avz vr avz p(-+vr-+V -)=~ 2 - + -+- +2-+2 -at ar z az ar az ar r 2 az 
(4) 

Initial and Boundary Conditions 

For the problems addressed, the flow fields are solved from an Eulerian viewpoint and 
thus the decelerators are fixed in space. The decelerator is assumed to have a nonporous, no
slip surface. Thus, the decelerator surface is defined by a single row of grid points with no 
fluid velocities at the surface (Figure 2). The flow field is impulsively started at time t=O. 
This instantaueously started flow is modeled by initially defining the surface velocities to be 
zero and all other nodal velocities to be V 00, where V oo is the free-stream velocity entering 
the computational grid. The Navier-Stokes equations are solved in time. After each time 
step the boundary conditions are imposed for the decelerator surface as well as for the outer 
boundaries of the computational grid. Surface velocities are set to zero. Boundary conditions 
for the four outer boundaries of the computational grid must also be imposed. For an 
axisymmetric tlow, the normal component of velocity along the centerline must be set to 
zero. For the outer boundary parallel to the flow, a free-slip boundary condition is imposed 
by setting the normal components of velocity to zero. The velocity at the inflow boundary 
is set to V oo and the outflow velocity is scaled in order to satisfy conservation of mass within 
the computational domain. 

Drag Coefficient 

Drag is not computed directly from the Navier-Stokes equations, but is determined by 
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integrating the pressure and viscous forces over the decelerator surface. In the problems 
addressed, computations indicate that the viscous contributions to the overall drag are 
negligible when compared to tl)e pressure contributions. Thus, the overall drag can be 
defined as follows : 

n-1 

D=~ ln. -p. )AA. 
~ \ 1 /ower 1 upper 1 
1=1 

(5) 

where 
n = Number of nodes defining the decelerator surface 
P; = Pressures on the upper and lower surfaces between nodes i and i+ 1 
M; = n(x;+/-x;2) 

X; = x-coordinate value for node i 

The drag coefficient (Co) is a measure of the drag efficiency of the decelerator and is defined 
as follows : 

C = 2D 
D v2s p ... 

(6) 

where 
p = fluid density 
S = projected area of decelerator (nRoutc/) 

It should be noted that the defined drag coefficient is based on the overall drag. Thus, during 
transient behavior, the drag coefficient has an added mass term which is related to an 
additional force experienced by the decelerator due to the acceleration. nf surrounding air. 
The defined · drag coefficient reduces to the steady-state drag coefficient after the flow 
becomes fully developed [6]. 

RESULTS 

Annular Decelerator 

Experimental data of Hoerner have demonstrated that a circular disk does not lose 
significant drag upon adding a small hole to its center [7]. Experimental data obtained at 
a Reynolds number of 105 indicate that it is only after the radius of the vent exceeds 25 
percent of the outer radius that drag begins to decrease noticeably (Figure 1). This behavior 
for the vented disk is a good indication that annular decelerators would be efficient in drag 
performance. CFD computations indicate that there is a non-zero, optimum drag value for 
the vent size of an annular decelerator with cambered cross sections. 
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Figure 1: Drag Coefficient of Vented Disks at a Reynolds Number 
of 105 as Reported in Reference 7. 

In order to investigate the influence of the vent size on the drag performance of an 
annular decelerator a series of CFD computations were made on a specific annular cross 
section with various vent sizes. The Reynolds number based on the width of the decelerator 
cross section (R=p V "'W /p) was equal to 105 for all calculations. Figure 2 shows the 
computational grid for the case in which the vent radius is 50 percent of the outer radius 
(R/R

0
=0.5). Computed velocity and pressure flow fields are shown in Figure 3. Values for 

the drag coefficient were determined for R/R
0
=0.0 to R/Ro=0.64 and are shown in Figure 4. 

Computational results predicted optimum drag performance when R/R~=0.25. 

Wind Tunnel 

The objective of the wind tunnel testing conducted at the NASA Ames Research Center 
on the annular decelerator model was to obtain data which could be used to measure the 
accuracy of CFD predictions in AMED!ETD using the SALE code. The testing was divided 
into two parts. First, experiments were conducted in order to obtain data on the differential 
pressure distribution and on the total drag experienced by the decelerator model over 
airspeeds ranging from 0-150 ft/s. The setup for the pressure and drag tests is shown in 
Figure 5. Three pressure sensors were damaged beyond repair and thus the pressure 
distribution was limited to the four functioning sensors. The experimental pressure data for 
an airspeed of 150 ft/s and the CFD predicted pressure distribution are shown in Figure 6. 
The measured differential pressures compared favorably with predicted values. Drag data 
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Figure 4: Influence of the Vent Size of an Annular Decelerator on 
Drag Performance (Reynolds Number = 105

) 

were obtained from direct measurements from a balance which supported the model in the 
tunnel. In addition to the balance data, drag information was obtained by assuming a linear 
pressure distribution and then fitting the pressure data to the assumed linear distribution. 
Drag coefficients were determined from both the balance data and the pressure sensor data 
and are compared with the CFD predicted drag coefficient in Figure 7 (CFD .- C0 = 0.97). 
The discrepancy between the drag coefficient from the force balance and from the assumed 
pressure distribution is roughly 3-5 percent over most of the range of airspeeds. This is most 
likely attributed to errors due to the assumed linear pressure distribution. At the lower 
airspeeds, the difference in the two drag coefficients is much larger. The majority of the 
deviation probably results from difficulties in maintaining steady and accurate tunnel 
airspeeds at the low speeds. Also, the zero readings for the force balance and pressure 
sensors would have larger contributions to the total error at the low airspeeds. 

The second part of the wind tunnel testing consisted of flow visualization, which 
provided qualitative information on the characteristics of the velocity flow field about the 
annular decelerator model. The airflow patterns about the annular decelerator were visualized 
using a Class IV argon laser and theatrical smoke. The smoke was released from the wind 
tunnel settling chamber so that it flowed over the decelerator model. The laser beam was 
swept at a high frequency within a desired plane surrounding the model. Thus, only the flow 
behavior in the plane of the laser light sheet was visualized. Information was obtained about 
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Figure 5: Wind Tunnel Test Setup'Used to Obtain Pressure and Drag 
Data 
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Figure 6: CFD and Experimental Differential Pressure Distribution 
on the Annular Decelerator Model 
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Figure 7: Comparison of Experimental and CFD Values for the Drag 
Coefficient of the Annular Decelerator over a Range of 
Reynolds Numbers 

the wake size and flow patterns associated with the decelerator model at a Reynolds number 
ranging from 26,000 to 130,000 (10-50 ft/s). Flow visualization information was obtained 
on videotape in various planes surrounding the annular decelerator model. Figures 8a and 
8b are a comparison between the experimental flow field and the computational flow field 
for the plane that bisects the annular decelerator. 

Deforming Decelerators 

In order to model the fluid-structure interaction associated with the parachute opening 
problem, several complexities must be addressed. One complexity connected to the opening 
problem is the CFD modeling of the flow around decelerators that deform with time. The 
manner in which the decelerator deforms must be physically realistic. This is required 
because the specified opening behavior is not determined by the flow behavior but is 
specified, and thus the nodes defining the decelerator surface are forced to move unnaturally 
with respect to time. The conservation of momentum equations (1-2) contain time derivatives 
of the velocity components, or second derivatives with respect to position. Thus, Navier
Stokes solutions for any opening curve with nodal accelerations ( d2r/dt2 and d2z/dt2) that are 
not continuous will result in drag histories that are not continuous. In order to obtain drag 
histories that are continuous and smooth, the opening curve must be continuous to the third 
time derivative. Decelerator shapes that deform in some arbitrary way result in flow 
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Figure Sa: Experimental Visualization of the Velocity Flow Field in 
the Plane Bisecting the Annular Decelerator Model at a 
Reynolds Number of 130,000 

Figure 8b: Visualization of CFD Velocity Field in the Plane Bisecting 
the Annular Decelerator at a Reynolds Number of 130,000 
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characteristics and drag histories which are nonphysical. A set of computations was made 
for a ellipsoid-shaped decelerator that was deformed with three different degrees of 
smoothness. Figure 9 shows the time cutves for the position of the node defining the outer 
radius of the decelerator and for the drag coefficient. The cutves demonstrate that the 
predicted drag history will not be smooth unless the third derivative of the nodal positions 
is also smooth. 
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Figure 9: Position of the Outermost Node for Various Opening Cutves 
and the Associated Drag History 

A second case was investigated using an opening model developed by Berndt and 
DeWeese [8]. Initial and final decelerator shapes were established from the stated model and 
the projected diameter of the decelerator was allowed to grow 37 percent during the opening 
process. Each decelerator surface node moved from initial to final position by a hyperbolic 
tangent (tanh) cutve. Properties of the tanh cutve allowed the opening to be smooth to all 
derivatives and also allowed the vast majority of the opening to occur over any desired time 
period. Drag histories for three different opening rates were computed. Figure 10 shows the 
initial and final decelerator shape, the opening cutves for the outermost node, and the 
associated drag histories for each case. 
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the Berndt and DeWeese Opening Model (reference 7) and 
Position of Outermost Node for Various Opening Rates 
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CONCLUSIONS AND FUTURE EFFORTS 

CFD modeling for decelerator problems at the U.S. Army Natick Research, 
Development, and Engineering Center has progressed from steady-state modeling to modeling 
opening behavior. Predicted steady-state flow characteristics for annular decelerators have 
been presented and compared with wind tunnel data. Comparisons between predicted and 
experimental flow characteristics are encouraging and increase the level of confidence in the 
CFD model. 

Initial efforts in modeling the flow properties about deforming decelerator shapes have 
been presented. The work presented is a step towards modeling the opening problem. In 
reality, an opening parachute has much larger deformations than the deformations that were 
presented and is free-falling in space. More importantly, a true opening has a coupling 
between the fluid behavior of air and the structural behavior of the canopy. Several of the 
complexities in modeling the opening problem are currently being addressed. With continued 
progress in computers and computational methods, it should be possible in the future to 
model computationally the behaviors associated with the parachute opening process. 
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INTRODUCTION 

Silk-like proteins are being considered for such uses as 
high-performance fibers1 and enzyme -immobilizing substrates. 2 

Knowledge of the structure of silk (in particular, the metastable silk I 
form) is critical for understanding the formation and processing of such 
materials . There is evidence to suggest the silk I chain conformation is 
the same as that of the liquid crystal state3 •4 and the average chain 
conformation in the noncrystalline domains. We present here the results 
of conformational energy computations to establish structural models for 
silk . Conformational energy calculations provide a very useful to~l for 
the detailed modeling of the structures of fibrous proteins. 5 

Conformational energy calculations on representative model polypeptides 
have been used successfully to elucidate the structure of collagen. 5 •6 

There is an extensive literature on the chemical composition, 
morphology, and physical properties of silk, excellent reviews of which 
can be found in Refs. 7 and 8. Because of the presumed prevalence of 
beta sheets in silk, and because they are an important structural motif in 
globular proteins9and at the interfaces of oligomeric proteins 0 the 
structure and packing of beta sheets are relevant to study of silk 
fibroin. 

Silk fibroin is a block copolypeptide of crystalline domains 
characterized by a Gly-X repeat where X is Ala or Ser, and of less 
crystalline domains in \11hich the Gly-X repeat is common but which contains 
a higher fraction of residues with large side chains. 7 The crystalline 
domains of B. mori can exist in one of two different morphologies. The 
more stable one is known as silk II. 11 • 2 A ditailed structural model 
for sit~ II was first proposed by Marsh et al. 3 and refined by Fraser 
et al. ' 5 Its basic feature, a packing of antiparallel, beta-pleated 
sheets, is generally accepted A parallel-chain model for silk II was 
proposed by Lim and Steinberg16 based on molecular model construction, 
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but they did not pre sent a quantitative comparis£y of the model with 
experimental data . The less stable form, silk7 • however, has remained 
poorly understood. Attempts to induce orientation of its polymer chains 
for studies by x-ray or electron diffraction tend to cause the silk I form 
to conve r t to t he more stable silk II form. Silk I can ge obtained by 
letting the contents of the silk gland dry undisturbed. 1 If the 
contents of the gland are mechznically sheared or rolled , as in spinning, 
the silk II form is obtained. 1 

Experimental ~£u~}e~ of silk I have consisted ~rimarily of powder 
x-ray diffraction • • 7 • 8 electron diffraction1 , and solid state 
l3C -NMR spectroscopy . 18 - 22 From these s tudies, it has not been 
possible to define a unique structure for silk I. Attempts to determine a 
structure were based on mode l building and comparison of the predictions 
of these models with experimental data. A number of models have been 
propos~1 · including t he "crankshaft " model 17 and a loose fourfold 
he lix. 

The repeati~§ sequenc e unit of the crystalline fract ion of B. mori 
silk fibroin i s 

G-A-G-A-G-S-G-A-A-G(S -G-(A-G)n]sY 

where n is usually 2 and averages to 2 . Poly(L-Ala Gly) has often been 
used as a mode l for the cr ystalline fraction of B. mori silk fibroin s ince 
the two crystalline f orms of poly(L-Ala-Gly) have been shown to be 
isomorphous with t he two crystalline f orms of s ilk. The present 
calculations have been carried out on beta -sheets of poly(L-Ala-Gly) . In 
a l a t er paper25 , we wi l l report the results of calcuiati ons relating to 
t he structure of beta -shee t s of poly(Gly-L-Ser-Gly-L-Ala-Gly-L-Ala). 

METHODS 

The calculations were carried out by us ing the EC~EP~S (Empirica l 
Conformat i onal Ener gy Program for Peptides) algor i thm - on the IBM 
3090-600E supercomputer at the Cornell National Supercomputer Fac il ity . 
These calcu~~~~~ns differ f r om t hose pre3~ously reported on single 
beta-sheets and stacked beta-sheets i n t hat an analytical 
expression for the derivative of the potential energy with respect to t he 
r i gid body variabl es for individual chains has been i ncluded ~ere. 4 
The routine SUMSL (Secant Unconstrained Mini mization Solver) 5 was used 
for energy minimization. 

Starting Conformat i ons 

Single Sheets. In all cases, beta-sheets consisting of f i ve strands of 
six r esidues each were used. Each chain was either Ac-(L-Ala-Gly) 3 -NHMe 
or Ac-(Gly-L-Al a) 3 -NHMe, as indicated below. The side chains of 
residues along a beta ~grand project alternatel y either above or below the 
plane of a beta-sheet . Therefore, in a poly(L-Ala -Gly) strand, all 
Ala side chains point to t he same s ide. There a r e then two ways in 
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which adjacent strands can be r elated, the methyl side chains of the 
alanine residues in these strands can point to either the same side or to 
opposite sides of the beta-sheet . The sheets in which methyl groups of 
adjacent strands point to opposite sides of the sheet are r eferred to as 
"out of register." Those in which all methyl groups point to the same s ide 
of the shee t are referred to as "in register." 

Both parallel and antiparallel, beta-sheets were considered . In 
parallel sheets, the Ac-(Ala-Gly) 3-NHMe sequence was used for every 
strand of in-register sheets, while Ac-(Ala-Gly) 3 -NHMe and 
Ac - (Gly-Al a) 3 - NHMe sequences a lternated in neighboring strands of the 
out - of-register sheets . In antiparallel sheets, the Ac-(Ala-Gly) 3-NHMe 
and Ac-(Gly-Ala) 3 -NHMe sequences alternated for neighboring strands of 
in-registe r sheets, while out -of-register sheets were composed of 
Ac- (Ala-Gly) 3 -NHMe strands. 

The conformationa l energy of each of the four poss ible types of sheets 
was minimized from e l even startin8 values of the dihedral angl es . The 
dihedral angles were chosen at 10 intervals over the range of psi 
values 80° to 180°; phi=-psi. This selection covers the entire range 
of nontwi sted chains i n the extended region of the phi-psi map. 29 •32 

Initia lly , the dihedral angl es of every residue in every chain \oTe re 
equal . During energy minimizat ion all dihedral angles (24 per strand), as 
well as the six r i gid-body variables for each cha in, \oTer e allowed to vary; 
thus, there were 144 variables in each minimization. SUMSL was called 
repeatedly until t he total energy changed by less than 10 -3 kcal / mol . 

Some energy minimizat ions of antiparallel, out-of-reeister sheets 
r esulted in a sh eet in \'lhich most of the alanine residues had dihedral 
angles near (phi,psi) - (-80°, 150°) and most of the glycine residues 
dihedral angl es near (phi,psi)=(- 150°, 80°) . Therefore, a twelfth 
starting point was chosen for all out-of- register antiparalle l structures , 
viz., a sheet with all a lani ne residues starting at (phi,psi) =(-80°, 
150°) and a ll glycine residues starting at (phi,psi)- ( -150°, 80°). 
Minimization from thi s new start i ng point gave a more r egular and lower 
en ergy structure for out-of-register sheets than the minimization 
men t ioned above in t his paragraph. 

Stacked Sheets. Three identical sheets were used as t h e starting point i n 
all computations, except for one, viz., the one giving rise to t he 
orthorhombic out-of- register structure, as described in Results. Two 
orientations of adj acent sheets were used for in-register structures, wi t h 
either (a) t he Ala sides facing each other and the Gly s ides facing each 
other, or (b) the Gly s ides facing the Ala sides. The t\oTo sides of 
out-of -regi ster s heets are the same; t herefore , only one orientation is 
possible. In each starting structure, the dihedral angl es of all r esidues 
of a given type were assigned t he same value . The use of more regular 
sh eets, with t he same dihedral angles for each kind of residue, a llowed 
the sheets to be placed c loser to each other initial ly. This resulted in 
faster minimization and improved convergence. The values of t he starting 
dihedral angles were chosen to be t he same as those in one of the startin g 
points for single beta-sheets. A starting point was chosen that lies near 
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one of the single -sheet minima . The energy minimizations of stacked 
sheets were carried out by first minimizing the energy with respect to the 
rigid-body variables. Then all variables (including the rigid body 
variables) were allowed to change during energy minimization . 

Determination of the Unit Cell 

For the polypeptides considered here, the b axis is usually taken 
along the strand, the a axis is perpendicular to the strand in the sheet, 
and the c axis is in the direction between sheets. The dimensions of a 
unit cell correspond to the distance between repeating units in each 
direction, viz., two residues (Ala-Gly) along the b axis and two adjacent 
chains in the sheet along the a axis. In the direction of sheet packing 
(c axis), the repeating unit contains two adjacent sheets for most 
structures discussed here, with one exception : in the structure referred 
to later as monoclinic, the repeating unit along the c axis contains only 
one sheet instead of two, because strands in adjacent sheets are 
identical. 

RESULTS 

Conformational Energies of Single Beta-Sheets 

All energy-minimi~ed single-sheet structures had a right -handed twist, 
as found previously. 2 ~• 34 For each of the four types of sheets, energy 
minima were found in the C and E regions37 of the phi-psi map . All of 
those minima that were located in the C region had dihedral angles of 
approximately (phi,psi)-(-80°, 80°) for every residue and all minima 
located in theE region occurred approximately at (phi,psi) - (-150°, 
150°) for every residue . In addition to these two minima, the 
out-of-register arrangement for an antiparallel sheet gave a third minimum 
with a different conformation, in which most of the alanyl residues 
adopted dihedral angles near (phi,psi)=(-80°, 150°) and most of the 
glycyl residues adopted dihedral angles near (phi,psi)-(-150°, 80°). 
The components of the conformational energy and the characteristic repeats 
of each single sheet minimum are shown in Table 1 . For both the 
in- register and out-of-register single shee ts, the minima in the C region 
are clearly of lower energy. From the intra- and interchain components of 
the energy, it can be seen that the minima in the C region are favored 
because of a much lower intrachain energy . This lower intrachain energy 
is the result of t he formation of a bent intrachain hydrogen bond bn fhe C 
conformation, while interstrand hydrogen bonds are also retained . 3 •3 

The minima in the C region show poor agreement with the crystal lattice 
repeats found experimentally for the two crystalline forms of 
poly(L-Ala - Gly). The disagreement disappears, however, when the energy of 
three stacked sheets is considered, as discussed be low. 
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Table 1. Conformational Energies (kcallmol) of Single Sheets 
Repeat Distance 

Descriptor(a,b,c) Total Inter- Intra- Along Across 
Strand Strand Chain Direction (nm) 

E,A,IR - 73.4 -1 21 .3 47.9 0. 713 0.480 
C,A,IR - 91.1 - 108.0 16.9 0.566 0. 45 9 
E, P,IR -43.1 -90.9 47.8 0.7 15 0. 460 
C, P,IR -91 .9 -107.7 15.7 0.563 0.456 
E,A,OR -76.8 - 128.4 51.7 0.708 0.459 
C,A,OR -104.8 -115.5 10.6 0.566 0.460 
FD,A,OR -79.9 -133 .6 53.8 0.645 0.449 
E,P,OR -72.1 - 125 .8 53 .7 0.716 0.4 48 
C,P,OR -90.2 -105.4 15.2 0 .567 0.483 

a The letter code of Zimmerman et al.(37) is used FD indicates conformations near 
(phi,psi)=(-8o•,15o•) for Ala, (phi,psi)=(-150•,ao•) for Gly. For the other structures, 
the letter code pertains to the conformational states of both Ala and Gly 
b A: anliparallel sheet; P: parallel sheet. 
c IR: in-register sheet; OR: out-of-register sheet. 

Conformational Ene rgies of Three Stacked 
Beta-Sheets 

Table 2 lists the conformational energy contr ibutions for stacked 
beta-sheets. The C- region minima are not listed because their total energy 
is much higher, by at least 300 kcal/mol (i . e., at least about 3 kcal/ mol 
per residue). Although the isolated sheets with C conformations contain 
short inters t rand hydrogen bonds, iD addition to the bent intrachain 
hydrogen bonds, as mentioned above,j0 •31 many of these interstrand 
hydrogen bonds are weakened or broken when the energies of the stacked 
sheets are minimized. 

Table 2. Conformational Energies(kcal/mol) of Three Stacked Sheets 

Number Descriotion Total intra- inter- inter-
(a,b,c) strand strand (d) sheet 

le E, A, IR -481 164 -2 9 7 -348 

2 f E, A, IR -43 7 152 -338 -25 1 

3 E. P,IR -4 2 0 153 -390 -1 83 

4 E, A, OR - 29 9 152 -334 -1 1 7 

Sg FD,A, OR -394 1 77 -3F 7 -1 84 

6h FD,A,OR -388 1 91 -1 8 9 -3 90 

7 E, P, OR -260 155 -226 -1 89 

a-c See corresponding footnotes of Table 1. d Sum of interstrand 
energies between strands of the same sheet. e Figure 2. f Unlike the 
other in-register structures, these sheets have Gly faces stacked 
against Ala faces of adjacent sheets. g Orthorhombic structure, 
Figure 1. h Monoclinic structure, Figure 2. 
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The computed lowest energy structure i s formed by antiparallel 
beta-sheets with in-register chains and residues in the E conformational 
state (line 1 in Table 2). As discussed below, this ~tructure is 
essentially identical with the model that had been proposed by Marsh et 
al. , 13 and its unit cell pa rameters agree with the observed values for 
silk II and the silk II-like struc t ure of poly(L-Ala-Gly). 

The lowest energy out-of-register structure is composed of 
antiparallel sheets in which the residues adopt the dihedral angles 
alternating near (phi,psi)~(-80°, 150°) for Ala and near 
(phi,psi)=(-150°, 80°) for Gly (Figure 1). These dihedral angges 
correspond to right-handed and l eft -handed twisting of sheets, 
respectively, with approximately equa l magnitudes of the twist. Their 
alternation results in a twofold axial repeat, with no net twist of the 
sheets. This structure can exist in t wo modifications with slightly 
different packing arrangements that differ in total energy by only 6 
kcaljmol or <0.1 kcaljmol per residue (lines 5 and 6 in Table 2). 

The h igher energy modification of the out-of-register structure (line 
6 of Table 2) has a monoclinic uni t cell (Figure 2) . The dihedral angles 
of t he orthorhombic and monocl inic modifications are very close to each 
other, differing on the average by less than 2° . The unit cell 
dimensions in t he plane of the sheets (axes a and b) are within 0 .01 nm of 
each other. Because of the change in the intersheet packing, however, the 
lengths of t he c axes differ i n the two structures. The length of the c 
axis in the monoclinic structure is 0. 595 nm , inclined at the unit cel l 
angle beta - 106 .6°, i .e., t he distance between second nearest-nei ghbor 
sh eets is 1.190 nm , measur ed a long the c axis, in c ontrast to the 
corresponding c axis length of 1 . 126 nm in the orthorhombic structure. 
The unit cel l geometry in the monoclinic structure, on the other hand, 
results in a perpendicular separation of 1 . 14 nm betwe en second-neighbor 
sheets , which is only s lightl y higher t han the 1.126 nm d istance in the 
orthorhombic structure. The c = 1 . 126 nm unit cell dimension of t he 
orthorhombic structure agrees be t ter with observed x- ray data, as shown 
be l ow . For t hese reasons, and because of t he difference in energi es, we 
propose the orthorhombic modification as the model for silk I, as 
discussed be low. 

The energy of the in-register silk I I structure ( l ine 1 of Table 2) is 
8 kcaljmol lower than that of the proposed out-of- register silk I 
structure (line 5 of Table 2), i . e ., it is lower by almost 1 kcalj mol per 
res i due. This explains why silk II is more stable than silk I, as 
observed . On t he other hand, t he energy difference i s sufficiently small , 
so t hat silk I can ex i st as a less stable form. 

Comparing Tables 1 and 2, it can be seen that the orde r of the energy 
minima is different for single and for stacked sheets. Two differences, · 
described be low, are of particular note. 

First, if one considers only conformat ional states E and FD, the 
differences in t he tota l energy are dominated in both cases by the 
interstrand component, but the intershee t energy may a lso make a l a r ge 
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Figure 1. Stereo view of computed model for the proposed structure of silk I. Three 
stacked antiparallel beta-sheets consisting of Ac-(Aia-Giy)3-NHMe strands are shown 
in an orthorhombic unit cell. The strands in the sheets have out-of-register orientation. 
The structure is viewed along the direction of the polypeptide chains. The sheets are 
perpendicular to the plane of the drawing. Hydrogen bonds within each sheet (not shown) 
are horizontal. 

Figure 2. Stereo view of computed model for an alternative form of the proposed 
structure of silk I. Three stacked antiparallel beta-sheets consisting of Ac-(Aia-Giy)3-
NHMe strands are shown in a monoclinic unit cell. The strands in the sheets have out-of
register orientation. The structure is viewed along the direction of the polypeptide 
chains. The sheets are perpendicular to the plane of the drawing. Hydrogen bonds within 
each sheet (not shown) are horizontal. 
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contribution in some structures. In the single sheet, out -of-register 
chains are favored over in-register ones in the E conformation by the 
interstrand energy, because the strands can be packed more closely, 
allowing an interchain spacing of 0.46 nm (as compared to 0.48 nm for 
in-register antiparalle l sheets). On the other hand, for stacked sheets, 
an antiparallel in-register sheet with an E conformation (line 1 of Table 
2) has the lowest energy. It is favored over out-of-register sheets, 
because the low intersheet energy, arising from interactions of two Gly 
faces in contact with each other and of two Ala faces in con tact with each 
other, more than compensates for the less f avorable intras heet chain-chain 
interactions. This is seen by a comparison of lines 1 and 2 of Table 2, 
where it is indicated that the stacking of like faces in contact (line 1) 
is highly favored by over 100 kcal/mol in intersheet energy over the 
arrangemen t in which the Gly faces pack against Ala faces (line 2h 

Secondly, conformat iona l states FD and E have nearly the same t otal 
ene rgy in antiparallel out-of- register single sheets (Table 1), but t he FD 
state allows better stacking, as indicated by the much more favo r able 
intersheet e nergies (cf. line 4 \'lith lines 5 and 6 of Table 2). 

The calculated c oordinates have been deposited with the Brookhaven 
Prote in Data Bank. 

DISCUSSION 

Comparison \olith Crystal Structures 

The lo\oles t energy structures for both in-register and out-of-register 
forms are discussed below. The in-register antiparallel form I~rresponds 
to a beta-pleated sheet (with a structure s imilar to silk II), and we 
propose, based on a comparison with x-ray and electron diffraction data as 
we ll as the calculated density, that the out-of-register an t iparallel 
sheet should serve as a model for silk I. 

Poly(L-Alanine -Glycine), Silk I Form 

\.Je propose a new model for the s ilk I form of poly(L-alanine-glycine) 
and, by inference, for the crystal structure of silk I. The structure, 
shown in Figure 1, is a hydrogen-bonded antipara lle l sheet i n which the 
alanyl residues adopt dihedral angles near (phi-psi) =( -80° , 150°) and 
the glycyl residues adopt dihedral angles near (phi,ps i)= ( - 150°, 80°) 
(Table 3) . Since the proposed structure is composed of out-of-register 
sheets, the methyl s ide chains of alanyl residues in adjacent strands 
point to opposite sides of the sheet. The side -chain distribution in t he 
out -of-register sheet is thus symmetrical, in contrast to the in-register 
silk II f orm, which has all alanyl residues on one side and all glycyl 
r es idues on the other. The sheets in both forms are stacked such that the 
strands of adj acent sheets ar e offset lateral ly (i.e., horizontally in 
Figur e 2) by one half the inters trand distance . 14 

The uni t cell is orthorhombic with a= 0.894 nm, b = 0.646 nm, c = 

1.126 nm. The a dimension is twice the interstrand distance, the b 
dimension is the r epeat for two residues along t he chain , and the c 
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Table 3. Average Dihedra l Angles and Hydrogen-Bond Parameters for the Calculated Structures 

Silk I Form 
(Orthorhombic) 

Ala Gl y 
Conformational State{a,b) F D 

phi (deg) - 0 0 - 1 5 0 
SD 1 . 9 1 . 5 
psi (deg) 1 4 0 0 0 
so 1.4 1 . 3 
omega (deg) 1 8 0 1 7 8 
SD 1 . 6 1 . 8 
H • • • 0 H-bond length (A) 1 . 9 5 
SD 0.034 
N-H • • • 0 H-bond angle (deg) 1 5 4 
C = 0 • • • H H-bond angle (deg) 1 3 4 
Out-of-plane bending (deg) 3 9 

Silk I Form 
(Monoclinic) 

Al a Gly 
F D 

- 0 2 - 1 50 
1 0. 0 7.9 
1 4 6 70 
9.2 1 4. 8 

• 1 7 9 1 7 9 
3.3 2.7 

1. 9 a 
0. 11 3 

1 5 4 
1 3 3 

4 0 

Sil k II 
Ala 

E 

• 1 5 0 
3.6 

1 4 9 
4.3 

1 7 9 
1 . 5 

1. 9 6 
0.0 77 

1 54 
1 5 6 

1 9 

Form 
Gly 

E 

- 1 52 
3.5 

1 4 0 
5.4 

- 1 7 7 
1 . 9 

Poly(L·A ia) 
(Observed) 

1.90(c) 

15 4 (d) 
158(d) 

a Reference 37. b The alternation of residue conformational stales F and D along the chain Is denoted in this paper as stale FD. c 
Calculated here from the data of Arnott et al. d Calculated by Chou et al.29 from the data of Arnott et al.39 e Angles of the 0 H vector 
with respect to the C = 0 plane of the peptido group. 
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dimension is twici ~he intersheet distance. The observed spacings reported 
by Lotz and Keith 7 are consistent with this unit cell, as shown in 
Table 4. 

The hydrogen bonds in the proposed orthorhombic structure are of 
normal length, with an average H' · ·o distance of 0.195 nm. The average 
N-H· · ·o angle of 154° is close to 8hose in observed antiparallel 
beta-sheets of globular proteins, 4 v~z. 160° 10°, and it is very 
similar to the value of 164° reported 9 for beta-poly(L-Ala). The 
average C-o·· 'H angle is 134° , which i s less than the 158° 
reported for beta polyalanine . The out-of-plane component of the C 
o· · 'H angle is 39°, which is considerably larger than the median of 
the absolute oalue of the out-of-plane angle, 15°, in antiparal l el, 
beta-sheets. 4 However, in small molecules there is considerable 
variation in the C = o· · 'H angle, with large out-of-plane angles being 
common. In fact, the preferred C = o· · 'H angle is 135° in many 
crystals ZO small molecules, which are free to adopt the most advantageous 
geometry. The hydrogen bonds formed in the proposed structure are 
thus somewhat different from those in a beta pleated sheet, but they 
appea: to be reaszsable, in comparison with hydrogen bonds observed in 
organ~c crystals. 

Table 4. Observed and Calculated Spacings for the Silk I Form of Poly(L-Aia-Giy) and 
Silk I 

Poly(l-Aia-Giy) in 
the Silk I Form(a) 
spacing(nm) intensity 
0.780 
0.721 
0.560 
0.486 
0.449 
0.420 
0.394 
0.360 
0.316 
0.272 
0.240 
0.225 
0.207 

a Reference 17. 
b Reference 18. 

w-d 
s 
w-d 
w-d 
VS 

w-d 
ms 
ms 

ms-vd 
w-d 

ms-vd 
vw-d 
vw-d 

calculated 
Silk l(b) s tructure 

spacing (nm} intensity spacing (nm) 

0. 729 m 0.700 
0.561 w 0 .563 

0.4 50 s 0 .44 7 

0.402 w 0 .375 
0 .362 m 
0.3 15 m 0.3 23 
0.273 w 0 .282 
0 .244 mw 
0.224 vw 0.225 

c Abbreviations used: w, weak; d, diffuse; s, strong ; vs, very strong; ms, medium
strong; vw, very weak; vd, very diffuse.(17} 
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The x-ray ~~£fraction results of Asakura et a1. 18 for silk f and 
Lotz and Keith for the silk I form of poly(L-Ala-Cly) are shown in 
Table 4, in comparison with the characteristic repeat distances from the 
proposed structure. From x-ray or electron diffry§tion, two lattice 
dimensions are characteristic of the silk I form; in a third, the 
repeat is less certain. We assign the strong observed reflection at 0.45 
nm to the interstrand distance. The average interstrand spacing in our 
model is 0 . 447 nm . The computed fiber axis repeat is 0.646 nm for two 
residues or 0.323 nm per residue, close to the observed 0.316 nm 
reflection. A spacing of 0.700 nm in our model corresponds to a strong 
reflection indexed as 101. This spacing is closest to the observed 0.721 
nm spacing for poly (L-Ala-Gly). Thus, most of the observed reflections, 
especially the strong ones, can be indexed in a consistent manner, using 
the model proposed here, as shown in Table 4. 

The calculyged density of the overall structure is 1.30 gjcm3 while 
Lotz and Keith report that the density of \'let crystals of 
poly(L-Ala-Gly) in the silk I for~ is 1.33 gjcm3 , and when corrected by 
them for water content, 1.25 g/cm . 

A number of models for silk I have been proposed earlier. In the 
"crankshaft model" of Lotz and Keith, 17 the alanyl residues are in a 
beta conformation and the glycyl residues in a left-handed alpha-helical 
conformation. The resulting unit cell has the dimensions a = 0 .472 nm, b 
= 0.96 nm, and c = 1.44 nm. A fiber axis re~eat of an integer multiple of 
0.32 nm has been proposed by Lotz and Keith. 7 Using the crankshaft 
model, they assigned to the length of the unit cell the value of 0.96 nm, 
i.e., four residues per chain axis repeat. In the model proposed here, b 
= 0.646 nm, i . e., an average axial rise of 0.323 nm per residue accounts 
well for this reflection. 

We have also calculated the conformational energy of three sheets of 
five strands of the antiparallel crankshaft structure proposed by Lotz and 
Colonna Cesari . 8 The total energy was -365 kcaljmol, which is 
considerably higher than the values computed for our model (Table 2). The 
structure propose d by Lotz and Keithl7 and the one presented here are 
alternative models for silk I, because both are consistent with the fiber 
x-ray diffraction data. We prefer the present model because it has the 
lower conformational energy. 

Several other models have been proposed, based on x-ray diffraction 
and NMR data, in which the chains adopt various helica l 
conformations . 41 - 44 It has been shm'ln for several models 8 •16 •17 •41 -43 

by conformational energy computations that their strand conformations 
correspond to r e latively low-energy conformations of an i s olated 
poly(L-Ala-Gly) chain. Most of these models lead to less consistent 
assignments of the available experimental diffraction data with regard to 
the translational repeat than those of the present model. 
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On the basis of 13c-NMR observations on silk I and the form of 
poly(L-Ala-Gly) that is like silk I, Saito et al. s~~gested that the 
hydrogen bonds are perpendicular to the fiber axis. They also 
conclude, however, that the Ala residues in silk I cannot be in a 
beta-sheet conformation as in the crankshaft model. Brack and Spach45 

observed IR spectra that correspond to neither an alpha nor a beta form. 
Some of the amide A, I, and II absorption bands were doubled, implying two 
hydrogen-bond geometries. They concluded, on the basis of the IR spectra, 
x-ray diffraction, and other experiments, that the repeating con
formational unit is a gig~ptide. Our proposed model accounts for both 
sets of observations. 2 • 

CONCLUSIONS 

A model for silk I and the silk I form of poly(L-alanine-glycine) has 
been proposed, based on conformational energy calculations. The computed 
silk model provides very good agreement with the available experimental 
data, because it can account for most spacings in the observed fiber x-ray 
diffraction pattern of silk I and of the corresponding form of 
poly(L-Ala-Gly). The alanyl residues adopt a right-handed sheet-like 
conformation and the glycyl residues a left-handed sheet-like conformation 
in the proposed structure. The dimensions of its orthorhombic unit cell 
are a- 0.894 nm, b = 0.646 nm, and c ~ 1.126 nm. The proposed silk I 
model may also represent the structu~; of the liquid crystal phase 
recently described by Kerkam et al., who showed th~t concentrated silk 
fibroin solutions formed nematic liquid crystals . Silk fibroin, when in 
the gland, is a concentrated solution, and when it is allowed to dry 
undisturbed, is found to be in the silk I form; 7 therefore, it is likely 
that the liquid crystalline structu2es also consist of s~~k I. Our 
computations are now being extended 5 to real sequences, containing 
Ser residues in addition to Gly and Ala. 
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INTRODUCTION 

The use of plastic packaging during the 20th century has greatly 
improved food safety, quality, and storage stability. Environmental 
concerns over the impact of plastics, in general, and plastic packaging in 
particular, have received much attention in the last decade. Whereas 
plastic stability during use has been viewed as an asset, its continued 
nondegradability upon disposal is considered by many to be deleterious. 

A survey conducted in 19842 , showed that approximately one third of 
all municipal solid waste consists of packaging materials; 11.5% of which 
is plastic packaging by weight. The Armed Services utilize a tremendous 
amount of plastic packaging . A 1990 report to Congress5 , identified 3559 
disposable plastic items not related to food that are registered in the 
Federal Catalog System , the two most costly categories being bags and 
sacks (54 . 8%) and medical equipment and supplies (25.1%). A survey of 
Navy shipboard wastes conducted on the USS O'Bannon in 1988 showed that 
45 . 7% of the plastic waste was generated in the foodservice area. In the 
past, shipboard wastes, including plastics, have been thrown overboard . 
This has resulted in the accumulation of litter on beaches and death of 
thousands of sea mammals, birds and fish due to entrapment or ingestion. 

Concern over this problem resulted in the ratification of an 
international treaty called t he MARPOL treaty, which will prohibit the 
overboard disposal of plastics from any vessel after 1993. The Navy, in 
trying to comply with the treaty, has attempted to store all waste 
plastics onboard ship, but has had great difficulty holding 
food-contaminated plastics for more than three days due to odor problems 
and potential health hazard concerns . 

Edible food coatings made from biopolymers could improve storage 
stability and reduce food-contaminated plastic waste , which would permit 
longer onboard storage of plastics. Biodegradable plastic substitutes, if 
proven to be functional and safe as packaging, as well as biodegradable 
and nontoxic in the marine environment, could be disposed of in the ocean 
with pulped food and paper wastes. 
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The Army mus t maintain a large inventory of shelf-stable rations, 
which has resulted in the requirement for multilaminate packaging. The 
Meal -Ready-to-Eat (MRE), for example, is packaged in triple laminate 
retortable pouches comprised of polypropylene, foil, polyethylene 
terephthalate (PET) and adhesives . This pouch is not recyclable nor 
degradable if buried in soil. Although not mandated by any legislation, 
the Army is actively pursuing t he development of biodegradable packaging 
which would mee t safety and performance criteria. 

This paper discusses biodegradable film production, derivatization, 
and evaluation of physical , mechanical and b iological properties for 
edible coating and biodegradable outer packaging applications. Polymers 
under evaluation include four polysaccharides, pullulan, starch, chit
osan and cellulose, two polymeric alcohols, polyvinyl alcohol (PVOH) and 
ethylene vinyl alcohol (EVOH) and two polyesters, polycaprolactone (PCL) 
and polyhydroxybutyrate/polyhydroxyvalerate (PHBV). Structures are 
presented in Figures 1 and 2. 

CHITOSAN CELLULOSE 

AMYLOSE AMYLOPECTIN 

PULL ULAN 

Figure 1 . Structures of biodegradable polysaccharides 
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POLYCAPROLACTONE (PCU 
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OH OH 

[ -CH2-CH2-CH2-CH2-(CH2)x-t 

Figure 2 . Structures of biodegradable polyesters (PCL and PHBV) 
and polymeric alcohols (PVOH and EVOH) 

MATERIALS AND METHODS 

Solvent Cast Film Production. Pullulan (Hayashibara Laboratories, 
Okayama, Japan) and polyvinyl alcohol (Sigma Chemical Company, St. 
Louis, MO) films were cast from water solution onto plexiglass plates 
with teflon gaskets and dried overnight at 40°C. Chitosan (Protan 
Laboratories, Redmond, WA) was cast in a similar manner from 2% acetic 
acid solution. PHBV (Imperial Chemical Industries, Billingham, UK) was 
first Soxhlet extracted with chloroform and filtered prior to casting 
onto a glass plate and evaporated at room temperature in a hood. 

Starch Blend Blown Film Production. Starch/PVOH blown film was produced 
by combining 200 g starch (Best Foods, Englewood Cliffs, NJ), 200 g PVOH 
(Sigma Chemical Co. St. Louis, MO) and 20 g talc (J . T. Baker Co., 
Phillipsburg, NJ) and mixing these ingredients into a solution 
containing 160 mL distilled water and 32 g gl ycero l (Fisher Scientific, 
Pittsburg, PA) . In the first trial, three different molecular weight 
ranges of PVOH ,.,ere used, 30-70 K, 70-100 K and 124-186 K (determined 
by low angle laser light scattering). The formulations were processed 
using a Brabender 42 mm counter -rotating t\'1in screw mixer (TSM) fitted 
with a blown film die (2.54 em I . D. with a 0.05 em gap). The extrusion 
system contained t hree heated zones, two on the twin screw and one at 
the die. The formulations were hand fed into the extruder and 
temperatures and extruder speed adjusted until smooth melted blends 
exited t he blo\'ln film die. The molten tube of polymer was then taken up 
through rollers and internal and external air supplies were used to blow 
and cool the film, respectively. 
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Pullulan Derivatization. 6-chloro-6-deoxy-pullulan was prepared by 
treatment of pullulan in dimethylformamide with methanesulfonyl/ 
chloride . Treatment of this derivative with alkali resulted in 
intermolecular cyclization and the formation of 3,6-anhydro -pullulan. The 
reaction of 6-chloro-6 - deoxy-pullulan with sodium azide in boilinf water 
gave 6-azido-6-deoxy-pullulan. All structures were confirmed by 3c NMR 
spectroscopy . 

Enzymatic Hydrolysis of Pullulan. The enzymes were generously donated by 
the investigators who first prepared them (Table 1) , except for the 
isopullulanase. This we prepa~ed from the same Aspergillus niger strain 
(QM 386) used by Sakano et al. The crude enzyme was purified by 
absorption on bentoni~e . Activity of the enzymes was determined as 
described previously. A typical assay contained pullulan (3 mg) and 
enzyme in 0.05 M acetate buffer at optimum pH (Table 1). Incubation was 
for 30 minutes at 40°C. For resistant substrates, the amount of enzyme 
was increased and the incubation period prolonged. Reducing sugars were 
determined by the dinitrosalicylic acid method. 

Table 1. Sources of Pullulanases 

pH Dominant Enzyme 
Enzyme Optimum Product Source Reference 

Glucamylase 5 . 0 Glucose Aspergillus nige r Miles Laboratory 
EC 3.2.1.3 (Diazyme 455) 

Pullulanase 6.0 Maltotriose Aerobacter Bender & Wallen-
EC 3. 2. 1. 41 (7. 0) aero genes fels 7 

Neopullulanase 6 . 0 Panose Bacillus subtilis Kuriki et al. 8 

EC 3 . 2.1. -

Isopullulanase 3.5 Isopanose Aspergillus niger Reese (this 
EC 3.2.1.57 paper) 

Note: The activity (mg reducing sugar/h/mg enzyme) of these preparations 
varied from 0.8 (glucamylase) to 26 (neopullulanase) when determined under 
our conditions of assay. The KM values for the endo-pullulanase on 
pullulan are about 1 mg/ mL; fo r the exo-pullulanase (glucamylase) about 
150 mg/mL (lit. values). 

Chitosan Crosslinking. Crosslinked chitosan wa~ synthesized by reaction 
with epichlorohydrin under alkaline conditions. A chitosan film was 
first cast from a 2% acetic acid solution. A solution containing 
epichlorohydrin and enough sodium hydroxide to neutralize the acetic acid 
and catalyze the reaction was poured over the chitosan film and heated at 
40°C until dry. The film was then washed in water and dried under 
tension to prevent ,.,rinkling. 
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Physical Testing of Films. Film thickness (required for tensile str ength 
calculations) was determined with a micrometer (E.J. Cady & Co., Chicago , IL) 
and tensile strength at break and ultimate elongation was determined by ASTM 
standard D 882-90 using a Model 4201 tensile strength tester (Instron Co., 
Canton, MA). 

Simulated Marine Biodegradation Testing. Laboratory-accelerated marine water 
and sediment studies were conducted in 76-liter aquaria maintained at 30°C 
under controlled fluorescent lighting conditions, 12 hours on and 12 hours 
off . Standard, artificial marine water consisted of a mixture of salts 
(Aquarium Systems, Mentor , OH) diluted with dis tilled water to simulate the 
concentration and proportion of the major and minor mineral components of the 
ocean. The marine water was aerated and replenished continuously with fresh 
artificial brine at the rate of 15% volume per week. Marine organisms were 
collected by filtration of approximately 76 liters of marine water through a 
0.45 u capsule filter (Gelman Sciences, Ann Arbor, MI) using a hand pump. The 
organisms were eluted off the filters by placing the filters in the aquaria 
overnight. Tr iplicate 2.5 em X 7 . 5 em test specimens were retained in 
fiberglass sample holders for both water and sediment exposure. Specimens were 
supported vertically for water exposure and horizontally for sediment 
exposure. A schematic of the system is presented in Figure 3. 

PERISTAlTIC 
PUMP 

~;;;;;;;;;;;;;;;;;;;;;;;;~- ROO SUPPORT 

SAMPlE HOlDER 
IN AQUEOUS PHASE 

END VIEW 

Figure 3. Schematic of the simulated marine biodegradation test system 
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Simulated Soil Biodegradation Testing. Laboratory-accelerated soil degradation 
studies were conducted in microbially active soil beds stored in an 
environmental chamber maintained at 30°C and 95% relative humidity. 
Triplicate 2.5 em X 7.5 em specimens were buried horizontally in soil composed 
of top soil, sand and decomposed manure or leaf mold in equal parts. Prior to 
use, the soil was composted for a minimum of three months to develop a natural 
microbial population. The soil was standardized to a pH of 6.5 to 7.5 and a 
moisture content of 20 to 30%. Sample holders were not used for soil 
biodegradation experiments to ensure maximum specimen contact with the soil. 

Biodegradation Sample Characterization. After exposure, triplicate polymer 
film samples were washed, dried overnight in a 70°C oven and conditioned to a 
constant weight in a desiccator. Weight changes are reported per surface area 
to account for differences in sample thickness . 

RESULTS AND DISCUSSION 

Starch/PVOH blown film production . The molecular weight of PVOH in the 
formulations used to blow film affected the conditions required to extrude the 
material. As Table 2 indicates, the lowest molecular weight PVOH could be 
extruded at lower temperatures and higher extrusion speeds, presumably due to 
its lower viscosity. Higher temperatures and lower speeds were required for 
the higher molecular weight PVOH formulations. It was also found that pressure 
at the die was critical to extrudability. When a tubular die with a much 
larger die gap was used (0 . 95 em versus 0.05 em), the starch/PVOH formulations 
did not melt and film could not be blo\vn. Future studies will determine what 
die gap range is necessary to produce blown film from starch/PVOH blends. 

Table 2. Extrusion Conditions Used to Produce 
Starch/PVOH Blown Film 

Extrusion 

Sample1 
Extrusion Temperature°C Melt Pressure 

Speed (rpm) Zone 1 Zone 2 Zone 3 Temp (°C) (psi) 

30-70K MW PVOH 60 95 95 100 105 200 

70-lOOK MW PVOH so lOS 105 110 113 200 

l24-186K MW PVOH so 95 115 120 125 200 

1 samples contain starch, glycerol, water and talc as described in ma t erials 
and methods. 
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Crosslinked Chitosan. The proposed mechanism of chitosan crosslinking is 
presented in Figure 4. The base catalyzes epoxide ring scission, which then 
reacts with the amine groups between two different monomers in the chitosan. 
The mechanical properties of chitosan films as a function of epichlorohydrin 
crosslinking agent content are presented in Table 3. The tensile strength at 
break improves with increased epichlorhydrin content up to 12.5% (mol/mol) and 
then decreases. This decrease seems to be due to brittleness of the highly 
crosslinked film. 

0 
I 

0 

I 

CROSSLINKING OF CHITOSAN WITH EPICHLOROHYDRIN 

H 

1 H 

CHITOSAN NaOH 

CI-CH1-CH-CH1 ·o· aCI 
EPICHLOROHYDA 

H 

0 
0 

H 

0 

CHITOSAN 

H 1 
H HI: Hi 

H 0 

0 
n 

0 

Figure 4. Proposed mechanism of chitosan crosslinking with epichlorohydrin 
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Film 
Composition 

Chitosanb 

Crosslinked 
Chitosan, 6% 
Epichlorohydrin 

Table 3. Physical Proper t i es of Chitosan and 
Crosslinked Chitosan Filmsa 

Thickness Elongation 
(mm) (%) 

0.035 ± 0.008 2.9 ± 1.0 

0.036 ± 0 . 005 11.8 ± 4.1 

Tensile 
Strength (mPa) 

51.0 ± 11 .3 

57 . 8 ± 12.1 

Crosslinked 0.041 ± 0.008 c 125 .4 ± 32.1 
Chitosan, 12.5% 
Epichlorohydrin 

Crosslinked 0.057 ± 0.013 16.0 
Chitosan, 25% 
Epichlorohydrin 

aN=S 
bProtan Laboratories Inc., Redmond, Washington 
cNo Data 

± 9.8 75.6 ± 13.0 

Physical properties of films. Physical properties of extruded, cast or 
commercial biodegradable films are presented in Table 4 . . Data on 
polypropylene and polyethylene terephthalate, two nonbiodegradable 
plastics, are included for comparison, since they are often used in 
packaging. The oxygen permeability results show that the biodegradable 
polymers, with the exceptions of polycaprolactone and cellophane, are good 
oxygen barriers. The moisture barrier properties for the biodegradable 
polymers are poor, however , except for PHBV . Crosslinked chitosan is the 
only biopolymer with high tensile strength while PCL and the starch/PVOH 
blend have good elongation properties. 
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Table 4. Physical Properties of Plastic Films1 

TENSILE ELONGATION MV!Rz OZPERM~ABILITY 
PROPERTY STRENGTH (mPa) AT BREAK (g/m /24h) ccjm /24h) 

PP 20 -60 300-800 3-12 1000-2500 

PET 170-225 70-300 20-30 40-50 

CEL 50-125 15-30 >950 40-70 

PUL 35-50 1-4 3 0 .5-1.5 

CHIT 40-160 1. 5-3 >950 1. 5-10 

PHBV 15 -25 13-70 40 1-5 

PCL 28-40 600-1000 >950 116 

ST/PVOH 5-30 50 -300 ND4 1.1 

1PP- polypropylene (nonoriented); PET- polyethylene terephthalate; 
CEL - cellophane; PUL - Pullulan; CHIT - Chitosan; PHVB -
polyhydroxybutyratejpolyhydroxyvalerate; PCL - polycaprolactone; ST -
starch; PVOH - polyvinyl alcohol 

2MVTR = moisture vapor transmission rate 

3cannot be determined since polymer is water soluble 

4No Data 

Pullulan derivatization and enzymatic hydrolysis. Chlorination at C-6 
produced a derivative with reduced water solubility; however, upon 
acidifying to pH 2 . 6, a clear solution was formed. Azido -pullulan 
solutions were slightly colored and little precipitation occurred. Enzyme 
susceptibility studies of C-6 modified pullulans are presented in Table 
5. Results show that 6-azido pullulan was the only derivative that 
appreciably hydrolyzed, in this case, by isopullulanase. Isopullulanase 
hydrolysis is predictable since this endo-enzyme acts at a cleavage site 
where the reducing sugar is unchanged from that of the parent compound 
(Figure 5). This does not explain the lack of hydrolysis of 
chloro -pullulan by isopullulanase, unless steric hinderance plays a role. 
Future studies will examine how degree of substitution affects the 
enzymatic hydrolysis and water stability of 6-chloro- and 6-azido
substituted pullulan and starch. 
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Table 5 . Susceptibility of C-6 Modified Pullulans 
to Enzymatic Hydrolysis. 

Enzyme pull ulan 

Glucamylase 100 

Pullulanase 100 

Neopullulanse 100 

Isopullulanse 100 

*Hydrolysis at rates less 
assigned a "0 " value. 

Hydrolysis rates (relative)* 
3,6-anhydro- 6-chloro-
pullulan pullulan 

0 0.03 

0 0.01 

0 0.02 

0 0 

6-azido
pullulan 

0.05 

0 . 03 

0.01 

23.0 

than one ten thousandth that of pullulan are 

h J5_ J5, /ulanase 

HD DH o OH i DHo Eo, E~~ E;, 
H~O~O~-

Neopullulanase oH \ OH OH 

lsopullulanase 

Figure 5. Hydrolysis sites for pullulanase, neopullulanase and 
isopullulanase 
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Biodegradation studies . Marine and soil biodegradation results are 
presented in Figures 6-8. Results were graphed as a function of weight 
loss/surface area versus time. If biodegradation rate is viewed as the 
slope of the lines in the graph, PHBV appears to be the most 
biodegradable, even when compared to paper, which is currently allowed to 
be disposed from ships. Polypropylene, the negative control, did not lose 
weight in any environment, under any conditions . Many of the materials 
used in testing such as cellophane and PCL were completely lost before the 
end of the testing period. More data and more meaningful results would be 
obtained if thicker samples were used . This will be a goal of future 
studies, so that reliable slopes can be determined and use d to rank the 
biodegradation rates of various compounds under these standard 
conditions. While the use of weight loss/surface area equalizes 
differences between thick and thin samples when hydrophobic polymers such 
as PHBV are tested (unpublished results), it has yet to be determined if 
this equalization applies to hydrophilic materials. This will be 
determined in future studies. The biodegradation tests will be further 
standardized by selection of defined natural populations, which degrade a 
variety of polymer types, and creation of synthetically formulated, 
reproducible marine sediment to eliminate variation due to obtaining 
natural sediments at different geographic locations. 

N 
50 

E 
E 
c, 40 
2. 
<( Cellophane w 
a: 30 
<( --o-- 24% PHBV 
w 
0 PCL 
<( 20 
IL 
a: White meat paper 
:::1 
1/J -- 1 0 ---o--- Brown Wrapping 1/J 
1/J 
0 ---o-- Bond Paper .J 

1- 0 
:I: Polypropylene 
(!) 

w 
3: -1 0 

0 2 4 6 8 10 12 14 

EXPOSURE T IME (weeks) 

Figure 6 . Polymer film b i odegr adation in simulated marine water test 
system 
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CONCLUSIONS 

It appears that a combination of biopolymers, in blend or laminate 
form, will be necessary to produce packaging with required performance 
characteristics. ·Moisture stability is a critical area to address. 
Lamination of flexible, high oxygen barrier biopolymers with PHBV may 
provide film with good overall performance characteristics. A 
compatibilizer will be necessary, however, because good oxygen barriers 
are usually hydrophilic polymers, while PHBV is hydrophobic. An 
alternative approach is to partially derivatize hydrophilic polymers such 
as starch or pullulan to produce water stable products, but care must be 
taken not to affect oxygen barrier properties or biodegradability. 
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University of Massachusetts-Lowell, 
Lowell, Massachusetts 01854 

U.S. Army Natick Research, Development and Engineering Center. 
Natick, Massachusetts 01760 

The Langmuir-Blodgett (LB) technique has been used extensively in the past as a 
method to simultaneously orient and couple various organic surfactant materials to 
electronic and optical substrates for an extensive number of molecular device applications. 
Recently, there has been a great interest in extending this methodology to incorporate 
biological materials into these assemblies. The end purpose is to elicit the desired inherent, 
intelligent matetials properties which nature has evolved and fine-tune them to serve in 
many biomedical research and biotechnology applications. In addition, such integrated 
assemblies should simultaneously provide unique biomimetic or simple environments for 
the study of protein structure. The LB technique has recently found much utility in this 
area as it allows both the orientation and spatial organization of protein assemblies at the 
molecular level into unique biomimetic environments (1). 

Our research has involved the development of a novel methodology which incorporates 
and couples a highly pigmented, water soluble phycobiliprotein, phycoerythrin, into 
biomimetic LB monolayer films. The objective was to utilize the inherent light harvesting 
properties of this photodynamic protein for signal transduction in photonic devices 
employing dynamic optical minuc or contrast strategies. Such systems could be made 
capable of sensing a background image and translating it into a signal, which could then 
cause emission of a similar or contrasting image to the recorded background. The use of 
light-transducing proteins as active components of photonic devices, such as spatial light 
modulators and optically bistable devices based on bactetiorhodopsin, has recently been 
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reported to have performance levels competitive with commercially available devices 
(2,3,4). The phycobiliproteins represent another important class of photodynamic proteins 
and are expected to support applications similar to those demonstmted with 
bacteriorhodopsin. 

Phycoerytluin is the outermost phycobiliprotein of the phycobilisome "Light Harvesting 
System" found in red and blue-green algae. Phycobilisomes are organized in membrane 
assemblies for maximum energy transfer (greater than 90% efficiency) and are composed 
of a se1ies of phycobiliproteins; phycoerythrin (PE), phycocyanin (PC) and 
allophycocyanin (AP) and the final acceptor, chlorophyll (5,6,7). Phycoerythrin is the 
most highly pigmented phycobiliprotein and ·is characteristically fluorescent, with a ve1y 
large Stoke's shift of 81 nm (495 nm excitation and 576 emission). In addition, the 
molecular environment of the chromophores and time-resolved fluorescence properties of 
this much studied antennae pigment are reasonably well understood (8,9). These unique 
optical properties in conjunction with the protein's stability and its ability to function 
efficiently in low light level situations, suggest promising new biomedical research, 
biotechnology and biosensor applications. 

Phycoerythrin, however, is a large, bulky, water-soluble protein which alone will not 
form monolayer films using the Langmuir-Blodgett technique. Therefore, a modification 
of the LB technique was required which would serve to anchor the proteins to the 
monolayer. One recent approach has been to utilize the highly specific recognition of biotin 
on the trough subphase surface of biotinylated LB lipid monolayers by the proteins 
streptavidin and avidin (10). It was demonstrated that the proteins avidin and streptavidin 
fmm oriented two-dimensional protein domains (11) in LB monolayers. Avidin and 
streptavidin are tetramer proteins which possess four identical biotin binding sites that each 
have a high specificity for binding biotin functionalities. The binding affinity of biotin to 
these tetramer proteins is well known and once formed the complex is essentially 
irreversible with a stability comparable to that of a covalent bond (12, 13). This specific 
binding affinity has already been employed in several biomedical research and 
biotechnology applications (14) and has recently been used to fabricate piezoelectric and 
electrochemical biosensors based on assembly on metallic smfaces for detection of a viral 
strand of DNA (15). 

We describe here research directed toward the two-dimensional ordering and 
incorporation of the highly pigmented phycoetythrin protein using the LB technique. 
Biotinylated lipid monolayer films were first prepared at the air-water interface. 
Streptavidin- or avidin-conjugated phycoerythrin was then injected under the monolayers 
and incubated to allow for adsorption of the protein complex to the monolayer. Protein 
binding to the monolayer was observed through pressure-area isothetms and fluorescence 

· spectroscopy. The role of specific versus nonspecific binding mechanisms in the 
conjugated protein systems was investigated. Using various controls, we have 
demonstrated that a specific biotin-streptavidin interaction is responsible for the protein 
binding, while both nonspecific and specific binding mechanisms occur with the biotin-
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avidin complex. An extension of these studies has involved the utilization of the multiple 
biotin binding sites on the tetramer proteins to demonstrate a cassette type of attachment 
methodology for the incorporation of any biomolecular system which can be derivatized 
with biotin or avidin/streptavidin. This involved first binding streptavidin only to the 
biotinylated monolayer, followed by adsorption of biotinylated phycoe1ythrin and then 
similar characterization. 

Methods and Materials 

The biotinylated phospholipid, N-(biotinoyl)dipalmitoyl-L-a
phosphatidylethanolamine, triethylammonium salt (B-DPPE), R-Phycoerythrin biotin 
conjugate (B-PE), avidin (egg white) and streptavidin (St) were purchased from Molecular 

Probes (Eugene, Oregon) and used as received. Dipalmitoyl-L-a.
phosphatidylethanolamine, triethylammonium salt (DPPE), was purchased from Avanti 
Polar Lipids (Pelham, Alabama) and was used as received. The unconjugated 
phycoerythrin (PE) and avidin (Av-PE), and streptavidin conjugated R-Phycoerythrin 
(St-PE), proteins were purchased from Biomeda Corporation (Foster City, California) and 
were used as received. The B-DPPE and DPPE spreading solutions were prepared as 0.5 
mM solutions in Aldrich HPLC chloroform. The subphase was composed of an aqueous 
solution of 0.1 mM sodium phosphate, 0.1 M NaCl, at pH 6.8. The water in all cases was 
purified by a Milli-Q water filtration system, Millipore, with a resistivity greater than 18 
MQ/cm. The avidin, streptavidin, B-PE, Av-PE and St-PE proteins were diluted in the 
buffered subphase before addition to the trough. 

Monolayer studies were carried out on Lauda MCW Filmwaag troughs with a surface 
area of approximately 930 cm2

• For each pressure-area isotherm, the lipid was spread from 
a 0.5 mM chloroform solution and 0.1 mg of the protein in 5 ml of the buffered subphase 
was injected under the spread film and then left to incubate for 2 hours at 30° C. In the case 
of the B-PE, 0.1 mg of the B-PE was injected under the B-DPPE after the two hour 
tetramer protein incubation period and allowed to incubate for two more hours before 
compression. Compression was then carried out at a speed of approximately 2 mm2/min 
until collapse of the film was observed. For transfer studies, the lipid was spread, 
followed by protein introduction and incubation in the expanded state for 2 hours and then 
compressed to an annealing surface pressure of approximately 15 mN/m for deposition. 
Monolayer films were then transferred onto glass solid supports, with transfer ratios 
ranging from 100 to 150 %, for fluorescence spectroscopy. 

Fluorescence spectra were obtained using an argon ion laser (coherent, Innova 90E), 
with 10 mW laser power as the pumped light source as shown schematically in Figure 1. 
The chosen wavelength of excitation was 496.5 nm, which is close to the absorption peak 
of the native protein and the emission was scanned from 500 to 700 nm. The laser beam 
was collimated with a cylindrical lens and the illuminated area of the sample was imaged 
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Figure 1. Schematic of Fluorescence Setup. 

with a 1 x 1 ratio, onto the entrance slit of the monochromator. A 500 11m slit width of the 
monochromator provided a 6 A spectral resolution. The signal was detected with a 
photomultiplier tube (PMT), cooled to -20°C, and then sent to a photon counter, with an 
integration time of 1 second. Background correction for the glass solid support was 
performed. 

Results and Discussion 

Pressure-area isothetms of the protein-injected monolayers may be compared to that of 
the pure phospholipid to establish the attachment of the proteins to the monolayer films 
subsequent to incubation. Figure 2 shows the structure of the biotinylated phospholipid 
(B-DPPE), and the pressure-area isothetms of B-DPPE and protein-injected B-DPPE (PE, 
Av-PE and St-PE). As shown, all four isotherms give a relatively steep slope after 15 
mN/m which conesponds to an area per lipid molecule of approximately 100 A2 prior to 
film collapse. It is interesting to note that for the injected Av-PE or St-PE mbnolayers, a 
significant increase in smface pressure of the lipid in the gas-expanded phase was 
observed. This suggests that the conjugated protein systems are interacting with the 
biotinylated lipid and causing an expansion of the B-DPPE monolayer. Upon further 
compression, the lipids and/or bound protein conjugates begin to preferentially orient and 
the isotherms overlap that of the pure B-DPPE. This indicates that the bulky protein 
systems may be reorienting down into the aqueous subphase, thus not causing any 
expansion of the monolayer at higher smface pressure. A schematic illustrating the 
possible spatial organization and reorientation of these materials during monolayer 
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compression is shown in figure 3. 
In contrast to the St-PE and Av-PE conjugates, the unconjugated PE injected monolayer 

displayed very little change in the Figure 2 isotherm in comparison to the pure B-DPPE. 
Since the PE does not have any tetramer protein bound to it, this further supports the idea 
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Figure 3. Idealized Schematic of the Two-Dimensional Ordering of Derivatized Protein 
Monolayers onto a Biotinylated Lipid LB Film. 
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that the biotin binding sites of the avidin and sn:eptavidin tetramer proteins are responsible 
for adsorption. However, the question is raised as to whether the protein adsorption 
proceeds through an entirely specific (biotin-avidin or -streptavidin) mechanism or both 
specific and nonspecific binding mechanisms. Fluorescence specn·oscopy was used to 
address this issue and confirm the presence of bound protein to the monolayer films. 

The fluorescence spectra of a B-DPPE monolayer with St-PE, a B-DPPE monolayer 
with PE and a monolayer of DPPE (not biotinylated) with St-PE are compared in Figure 4. 
Therefore, each control was missing one component of the biotin-tetramer protein complex. 
As shown, the B-DPPE/St-PE monolayer gives a strong emission at 576 run which 
corresponds to the fluorescence spectrum of the native phycoerythrin monolayer. In 
comparison, the unconjugated phycoerythrin monolayer shows no fluorescence signal at 
576 nm suggesting that the streptavidin is, in fact, necessary for binding of the 
phycoerythrin to the monolayer. In addition, the monolayer where St-PE was injected 
under a monolayer of the parent lipid (DPPE) containing no biotin showed no fluorescence 
emission at 576 nm, providing further evidence that the biotin-streptavidin complexation is 
essential in the protein-binding mechanism. Films of A v-PE bound to a monolayer of 
B-DPPE exhibited similar fluorescence properties (data not shown). Spontaneous 
adsorption of protein onto the bare clean glass surface was also ruled out through 
fluorescence spectroscopy (16) . 

576 
). (nm) 

585 595 605 615 625 635 

Figure 4 . Fluorescence Spectra of Protein-Adsorbed LB Films: 1, B-DPPE + St-PE; 
2, B-DPPE + PE; 3, DPPE + St-PE. 
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A question is raised, however, as to whether the protein adsorption to the monolayer 
proceeds entirely through the specific biotin-streptavidin or avidin mechanism or also 
includes nonspecific binding mechanisms. To address this issue, similar studies were 
carried out with the Av-PE injected monolayer protein system. The structure of avidin is 
post translation ally modified by surface carbohydrate residues and known to complex to the 
biotin lipid monolayer by both specific and nonspecific (carbohydrate and electrostatic) 
binding mechanisms (17). Streptavidin1 however, is not chemically modified by 
carbohydrate, and binds by what appears to be only the specific mechanism (10). 

The fluorescence spectra in figure 5 summarize and support these binding mechanisms 
as a direct comparison is made of the fluorescence of B-DPPE monolayers with the three 
phycobiliprotein systems, Av-PE, St-PE and PE. As shown, the Av-PE injected 
monolayer gives a strong emission at 576 nm, which indicates binding of the protein to the 
monolayer. This emission however, is observed to be considerably stronger in comparison 
to that of the St-PE monolayer. Such a difference in intensity would be expected if both 
specific and nonspecific binding of the avidin conjugated protein system to the monolayer 
was occurring. Evidence to support the nonspecific binding of the A v-PE electrostatic
based complex was obtained when NaCl was added to the aqueous subphase (18). A 
decrease in emission intensity at 576 nm from the NaCl containing subphase (results not 
shown) demonstrates that charge-charge interactions contributing to the nonspecific 
adsorption of avidin are occurting and may be decreased with the addition of NaCl (10). 

576 
1(nm) 

1140 

Figure 5. Fluorescence Spectra of Protein-Adsorbed LB Films: 1, B-DPPE + Av-PE; 
2, B-DPPE + St-PE; 3, B-DPPE + PE. 
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These results demonstrated for the first time the formation of monomolecular films of 
the photodynamic phycobiliprotein, phycoerythrin. However, it is of interest to employ the 
versatility inherent in the multiple biotin binding sites of the tetramer proteins for the 
incorporation and organization of various interacting biomolecules for biomimetic studies. 
Therefore, a cassette type of attachment methodology was investigated which involved 
first binding streptavidin only to the biotinylated .tponolayer, followed by adsorption of 
biotinylated-phycoerythrin (B-PE). A comparison of the pressure-area isothetms of 
B-DPPE, B-DPPE/streptavidin, B-DPPE/B-PE and B-DPPE/streptavidin/B-PE are given 
in figure 6. These isotherms differ from our previous conjugated protein system (St-PE) 
results, in that there is an increase in area throughout the majority of the compression cycle, 
not just in the expanded phase, for the B-DPPE/streptavidin and B-DPPE/St/B-PE. This 
continuous expansion suggests that the streptavidin and B-PE are interacting with the 
monolayer film but do not reorient upon compression in the same manner as the St-PE 
system. 

A possible explanation for this may be that the streptavidin alone is considerably smaller 
in size than the conjugated St-PE system, and thus upon exposure to the B-DPPE 
monolayer the streptavidin is more mobile and able to position itself for complexation 
completely saturating the biotin functionalities in the monolayers. When the bulkier B-PE 
is injected, it subsequently searches out the free biotin binding sites which are already 
positioned in the expanded monolayer. The protein interaction with the monolayer is then 
enhanced and results in an even more significant increase in area during the compression 
cycle, as observed. Thus it appears that the bulkiness of the protein initially interacting 
with the monolayer plays a significant role in the monolayer formation. In the case of the 
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Figure 6: Isotherms of B-DPPE, B-DPPE/B-PE, B-DPPE/St, B-DPPE/St!B-PE. 
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B-PE-only injected monolayer, it is interesting to note that little or no expansion is 
observed in comparison to the streptavidin-injected monolayers. This again suggests that it 
is the streptavidin-biotin complexation which is responsible for protein binding. 

To confirm the binding of the B-PE to the monolayer, fluorescence spectroscopy was 
again carried out on transfened samples. Figure 7 shows the fluorescence spectrum of a 
monolayer of B-DPPE, to which streptavidin and B-PE were sequentially injected. As 
shown, the B-DPPE/St/B-PE monolayer gives a distinct emission peak at 576 nm. This is 
direct evidence of complexation of the biotinylated phycoerythrin to the monolayer and 
supports the cassette attachment methodology. Glass slides which were vertically passed 
through the subphase only were used as controls. These samples gave no fluorescence 
signal at 576 nm ruling out spontaneous nonspecific adsorption of protein to the clean glass 
smface. Figure 8 gives a comparison of the monolayer fluorescence versus that of a 
buckled film. As expected, the fluorescence intensity from the collapsed monolayer is 
much greater than that of the true monolayer. This is further evidence that the 
phycoerythrin is incorporated into the entire monolayer film (19). 

One of the next steps in this research is to utilize this highly selective protein attachment 
methodology for the organization and immobilization of specific protein systems into 
intelligent material architectures. Here, one could make use of the naturally occuning 
redox reactions, electron mediation of pH changes that occur with various photodynamic 
protein systems such as bacteriorhodopsin and phycobiliproteins. Scattered incident 
radiation from the environment for example may be sensed and subsequently used to evoke 
a color, electronic, or optical change. Hierarchical anangement of photodynamic proteins 
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Figure 7. Fluorescence Spectrum of a Monolayer of B-DPPE/Streptavidin/B-PE. 
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Figure 8. Fluorescence Spectra of a Monolayer and Buckled Film of B-DPPE/St/B-PE. 

using the cassette approach may be utilized to realize the optimum signal transduction. 
Appropriately designed microelectrode interfaces and sensing systems may be embedded 
underneath the protein arrays. Mimicking the extremely efficient energy transfer 
mechanism of the phycobilisome by preparing multilayer arrays sequentially composed of 
phycoerythrin, phycocyanin, and allophycocyanin should also be possible. 

Conclusion 

It has been shown that the photodynamic "antennae" protein phycoerythrin when 
conjugated to either of the tetramer proteins streptavidin or avidin will bind to a biotinylated 
phospholipid monolayer at the air-water interface. Fluorescence measurements of 
transferred monolayers confhm the presence of phycoerythrin and provide evidence that the 
avidin-conjugated system may bind by both specific and nonspecific mechanisms, while 
the sn·eptavidin systems bind via only a specific mechanism. An extension of these studies 
has involved demonsn·ation of a cassette attachment methodology through the sequential 
binding of sn·eptavidin and biotinylated phycoerythrin to the biotinylated monolayers. 
These results establish a general approach for the monolayer assembly of any biomolecular 
system, which may be derivatized with biotin or avidin/streptavidin such as photodynamic 
protein assemblies, enzymes, antibodies, and genetic probes. The multiple binding sites on 
the tetramer proteins should allow for the incorporation of multiple interacting biomolecules 
such that ulu·athin dynamic optical camouflage and biosensor devices may be designed and 
fabiicated. 
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Deve lopment of a Model for Biomimetic Ceramics 
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ABSTRACT: The production of calcium carbonate shells by mol l uscs 
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Characterization of Mollusc Shell Matrix Proteins--Development of a Model for 
Biomimetic Ceramics 

Julia Keith, Mrs., Scott Stockwell, Dr., Derek Ball, Dr., Kelly Napier, MAJ, 
Wayne Muller, Mr., Biotechnology Division, US Army Natick RD&E Center, 

Natick, MA 01760-5020 

Introduction 

The formation of molluscan shell structures, composites containing 
calcium carbonate, involves control over crystal morphology, size, density, and 
orientation at the molecular level that is at present unattainable synthetically. 
The organic portion of most mollusc shells, consisting of 0.1 to 5 % by weight of 
the total structure [19], is postulated to be the source of this control [24,28,54,55]. 
Tight control over design at the molecular level is important in the 
development of new high-performance materials, especially ceramics. It may 
be possible to obtain this level of control by modeling or mimicking the natural 
system. In order to successfully mimic a system researchers must first 
understand its essential components. This work is an examination of the 
organic portion of the shell of the blue mussel ( Mytilus edulis) with a view 
toward applying the molecular level control of the natural system to the 
formation of conventional and novel ceramic precursors. 

A review of the literature shows a variety of compositions and 
functionalities assigned to this organic portion, termed the matrix, including 
proteins; specifically, proteoglycans [52], phenyloxidase crosslinked proteins 
[16], and phosphoproteins [36,40,41], as well as polysaccharides, such as chitin 
[20,34], sulfated mucopolysaccharides [14,38], neutral and amino sugars 
[4,13,19], and lipids [4]. Characterization of the matrix composition varies with 
species of mollusc [19,24,33,46] and methodology [23]. Past attempts to 
characterize this organic matrix have focused on a soluble proteinaceous 
fraction with acidic functionality that inhibits crystallization [37,44,46], 
isolated mainly from Mercenaria mercenaria , Crassostrea virginica, or 
Mytilus californianus [13,24,46]. 

M. edulis was chosen for investigation in part because of the complexity 
of the shell, which consists of an inner nacreous layer of aragonite, a pallial 
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calcitic layer, and an outer prismatic layer of calcite [10,17,18,21]. It was 
believed that this level of structural complexity would lead to a better 
understanding of the complexity of control attributed to these organic matrices. 

This investigation analyzed the organic components and purified 
individual proteins from the matrix. Analysis of the protein and 
polysaccharide portions of this organic matrix has revealed many components, 
including several proteins of discrete molecular weight, amino acid 
composition and glycosylation pattern. The proteins were analyzed for 
amino acid content, glycosylation, N-terminal sequence, and calcium binding 
affinity using microanalytical techniques. It was hoped that these data would 
contribute to an understanding of the relationships between protein structure 
and mineral binding function. This correlation will be further clarified once 
sequence data on the isolated proteins is completed. Furthering the complexity 
of the matrix and its interactions was the absence of a polysaccharide 
component (chitin) generally inferred to be present. 

The natural system was then modeled, using a monolayer of stearic acid 
over a saturated CaC03 subphase, in an attempt to ascertain the degree of 
control possible over crystallization in a simple in vitro system. The 
preliminary results suggest that such control may be possible. 

Materials and Methods 

Matrix Purification 

Live specimens of M. edulis were collected locally (Marshfield, MA), 
maintained in seawater and processed within 24 hours of collection. Soft 
tissue was removed, the shells were scrubbed with 5% NaOH to remove the 
periostracum and any adhering organisms and. then lightly crushed in a 
mortar and pestle. The crushed shell was ground to a fine powder in a freezer 
mill under liquid nitrogen and stored at -70° C. 

Two methods were used for extraction of the matrix. Initially, extraction 
was carried out over three days by stirring 40 g of powdered shell at 4°C in 2 
liters of buffer modified from Butler [7] that contained per liter: 382.2 g 
guanidine-HCl; 95 g ethylenediamine tetraacetic acid (EDTA); 13.12 g 6-
aminohexanoic acid; 0.78 g benzamidine-HCl; 0.17 g phenylmethylsulfonyl 
fluoride and 3 mg aprotinin. The protease inhibitor aprotinin replaced the 
soybean trypsin inhibitor and pepstatin in Butler's [7] extraction, and the 
EDTA concentration was reduced from 0.5M to 0.25M to help maintain 
solubility of the material. Higher yields of protein were observed when the 
permanent reducing agent sodium iodoacetate was added at 0.018 g/liter after 
the method of Butler, but proteins isolated under these conditions were 
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unsuitable for characterization dependent on charge or isoelectric point 
because of the irreversible replacement of sulfhydryl groups with acetate 
groups. Therefore, the sodium iodoacetate was used only for certain 
preparations. Two liters of solution can be used to process 40 g of powdered 
shell in two to three days. 

The extract was centrifuged at 10,000 rpm for 20 minutes to separate the 
soluble matrix (supernatant) from the insoluble matrix (pellet). Following the 
methodology of Sikes and Wheeler [37], the supernatant was filtered through a 
Mini-Tan™ (Millipore, Milford, MA) tangential flow membrane cassette with 
a molecular weight cutoff of 10 kilodaltons (kDa) and concentrated with the 
same apparatus to a volume of 100 mL by recycling the retentate. The 
preparation is dialyzed against Milli-Q™ water (Millipore, Milford, MA) and 
lyophilized. For complete removal of EDTA for calcium binding assays, the 
lyophilized sample was redissolved in 10 mL of Milli-Q™ water, dialyzed and 
relyophilized with a final yield of about 40 mg from 40 g of shell. This process 
rendered some of the previously soluble material insoluble. 

The second extraction procedure, as described by Furlong and Humbert 
[15], was adopted because of its simplicity. Although the resulting material is 
the same (as confirmed by gel electrophoresis), it was much easier to work 
with, eliminating many of the purification steps subsequent to extraction. In 
this procedure, 30 grams of powdered shell were added to 1 L of 5% acetic acid 
in a vacuum flask with stirring at room temperature. Vacuum was applied to 
remove C02 and push the equilibrium toward demineralization. After two to 
three days, the mixture was centrifuged as in the EDTA procedure above and 
the pellet resolubilzed in Milli-Q™ water. Any material which did not 
redissolve in the water was considered insoluble matrix. No protein was 
present in the supernatant as determined by modified Lowry assay [35]. 

Matrix Characterization 

Protein content of the purified soluble matrix material was determined 
by Lowry assay with a deoxycholate trichloroacetic acid precipitation [35]. 
Protein content of purified insoluble matrix material was determined by 
elemental carbon, hydrogen, and nitrogen analysis performed by Oneida 
Research Services (Whitesboro, NY). 

Polyacrylamide gel electrophoresis and Western blotting to PVDF 
membranes were performed on a Novex™ Gel Electrophoresis system (Novel 
Experimental Technology, Encinitas, CA), with Novex™ Tris-Gly and '!Heine 
buffers and gradient gels. In an attempt to identify calcium binding proteins, 
SDS-PAGE gels were also stained with Stains-all (1-ethyl-2-(3-[1-· 

446 



KEIT H, et a 1. 

ethylnaphtho(1,2-d)-thiazolin-2-ylidene]-2-methylpropenyl)naphtho(1,2-d)
thiazolium bromide) (Sigma Chemical Co, St. Louis, MO) [9], or with Alcian 
blue (Sigma Chemical Co, St. Louis, MO) to identify phosphoproteins [8]. 

Amino acid analysis of the purified matrix as well as protein bands 
purified by PAGE was performed by derivatization after hydrolysis and reverse 
phase HPLC using the Waters Pico-Tag™ method (Waters, Division of 
Millipore, Milford, MA). Analysis of the individual protein bands transferred to 
PVDF membranes was by the method of LeGendre and Matsudaira [25], 
modified by Robert Sherwood of the Analytical and Synthesis Facility at Cornell 
University, while the standard manufacturer's protocols [12] were used for 
the total soluble and insoluble matrix proteins. Controls consisting of a section 
of membrane without protein were run with each sample to correct for 
background. 

Glycosylation of purified matrix proteins was determined by 
microanalysis by gas liquid chromatography (GLC), based on the method of 
Chaplin [11]. 20 ~ of0.001 M mesoinositol was added to <1 mg of material, 
either shell powder, purified matrices or protein bands excised from PVDF 
membranes, and the mixtures dried over P20 5 in an aspiratored vacuum 
chamber. Three percent methanolic hydrogen chloride, 150 !J.L, was added and 
the mixtures were stirred magnetically and heated at 70°C overnight in a 
Reacti-Therm Heating/Stirring Module in vials capped with Teflon-lined septa. 
T-butanol, 30 !J.L, was added to each vial and volatiles were removed with a 
stream of oxygen-free nitrogen at room temperature. To ensure complete N
acetylation of any amino sugars present, re-N-acetylation was carried out by 
addition of methanol, 150 j..J.L; pyridine, 15 !J.L; and acetic anhydride, 15 !J.L. 
Mter 15 minutes at room temperature, volatiles were again removed with 
oxygen-free nitrogen. Tri-Sil Z (Pierce Chemical Co., Rockford, IL) (100 !J.L) 
was added to each vial and the mixtures were stirred for one hour at room 
temperature. Controls consisted of known glycoproteins and PVDF membrane. 

Gas liquid chromatographic analysis was performed on a Hewlett 
Packard (Andover, MA) gas chromatograph, Model 5880A, equipped with a 
flame-ionization detector and a J&W Scientific (Rancho Cordova, CA) fused 
silica capillary column, 30m x 0.26mm i.d.: liquid phase DBl (equivalent to SE 
30), film thickness 0.1 IJ.m. 

Calcium Binding 

Calcium binding was assayed using a modification of a procedure from 
Maruyama et al. [31]. Proteins purified from the matrix were solubilized and 
blotted onto nitrocellulose and dried at room temperature. The nitrocellulose 
was washed for one hour in 60 mM KCI, 5 mM MgC 12 and 10 mM imidazole-
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HCl (pH 6.8). The membrane was washed for 15 minutes in the same buffer 
containing 5 mM 45Ca2+ and rinsed with 50% EtOH. After drying, the 
membrane was placed in a film cassette with X-ray film and exposed for 24 to 
48 hours before developing. Phosvitin (Sigma Chemical Co, StLouis, MO), an 
eggshell protein, was used as a positive control and aprotinin (Sigma 
Chemical Co, St. Louis, MO), a protease inhibitor, as the negative control. 
Relative affinity for calcium in comparison to phosvitin was determined by 
densitometric scan of the developed film with a Pharmacia-LKB Ultrascan XL 
scanning laser densitometer (Pharmacia LKB, Uppsala, Sweden). 

Model System 

CaC03 was crystallized under Langmuir monolayers of stearic acid 
according to the methodology of Mann, et al. [30]. A Lauda film balance, model 
D (Brinkmann Instruments, Westbury, NY) with temperature control was 
used to create solid-phase monolayers of stearic acid over supersaturated 
calcium carbonate (10 mM) at 20, 30 and 35°C. The monolayers and any 
attached crystals were transferred onto quartz slides, with control slides made 
from sampling portions of the same trough, which did not support a 
monolayer. SEM micrographs were taken of random portions of the slides at 
the U.S. Army Materials Technology Laboratory in Watertown, MA and crystal 
types present in the photographs were counted using a 6200 point grid. 

Results and Discussion 

Table 1. Elemental Analysis of Insoluble Matrix. 

Sample # % carbon %hydrogen %nitrogen 

1 
2 

41.64 
41.44 

Total protein (average)* 

5.65 
5.59 

17.23 
17.24 

high: 107% low: 91% 

* Based on conversion of nitrogen x 6.25% for high value, 5.30% for low [3]. These values 
cover most proteins, including structural proteins like silk and collagen. 

Total protein is calculated by using an average value of 6.25% nitrogen for protein, which 
can vary with amino acid content, explaining why total protein is greater than unity. 

Total soluble protein content of the shell is 0.3-0.5% by weight when 
determined by Lowry assay. Although the values from the Lowry assays were 
used in subsequent purification steps, visual inspection of gel staining 
suggested that the Lowry determination of soluble protein content may be low. 
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Lower values can be accounted for by the fact some proteins have a differential 
response to the assay [35]. The precipitation step allows the Lowry assay to be 
used in the presence of EDTA and other interfering substances [35}, but can 
reduce recovety by half (Sigma procedure #P 5656). Insoluble material, 
determined to be 100% protein by elemental analysis (Table 1), accounts for 2-
5% of the shell by weight; together, the soluble and insoluble proteins make up 
about 3-5% of the shell. 

The soluble protein portion of the matrix has four major protein 
components and several minor protein components. The four major protein 
components were identified by SDS PAGE; in the absence of reducing agents 
they run at about 200 kDa, 95 kDa, 32 kDa and 21 kDa (Figure 1). Adding 2-
mercaptoethanol to the sample buffer eliminates the 200 kDa band, greatly 
intensifies the 95 kDa band, and eliminates shadow bands on either side of the 
21 kDa band. This suggests that the 200 kDa protein may consist of two 
subunits of the 95 kDa protein. The elimination of the shadow bands on either 
side of the 21 kDa band by reducing agent also suggests that these two bands 
are conformational isomers of the major band at 21 kDa. 

92.5 

69.0 
46.0 

30.0 

21.5 
14.3 

1 2 3 4 5 6 7 8 9 10 1112 13 14 

Figure 1. Tricine SDS 10-20% gradient gel, 125 volts, 90 minutes, 6 J.l.g protein loaded per 
lane, stained with Coomassie Blue. Lanes 1,8,14 are Rainbow™ molecular weight markers 
(Amersham, Arlington Heights, IL), sizes as indicated; lanes 2-7 are run in the presence of 
8% 2-mercaptoethanol. 

Amino acid analysis of the soluble proteins is reported in Table 2. The 
lower molecular weight proteins have similar compositions with an 
abundance of Gly, Glx and Ser residues. The composition of the total soluble 
matrix (Table 3) is over 40% small side chain amino acids (Gly, Ala, Ser), with 
another 20% Asx and Glx. The amino acid composition of the 95 kDa protein is 
significantly different from the 32 and 21 kDa proteins, containing 46% Asx 
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and Glx residues. 

Table 2. Amino acid composition of individual proteins from the mussel soluble 
matrix and comparison with sea urchin matrix. 

amino 
acid 95kDa 32kDa 21kDa 

Gly 1.0 17.7 24.2 
Glx 18.8 13.3 6.1 
Ser 6.0 12.1 9.9 
Asx 18.5 9.5 8.2 
Ala 11.9 6.2 8.6 
Leu 8.9 5.4 7.7 
Arg 7.0 4.9 3.9 
Val 4.3 4.8 4.3 
Lys 5.3 4.7 4.1 
Pro 3.4 4.5 5.0 
Thr 3.9 4.4 4.3 
Ile 3.8 3.1 3.8 
Phe 1.3 2.7 4.0 
His 1.3 2.3 1.1 
Tyr* 2.2 2.0 3.5 
Met* 3.1 1.6 <1.0 
Cys* <1.0 <1.0 <1.0 
Trp** 

*Indicates amino acids most sensitive to PVDF membrane procedure. 
**Amino acid not detected by Pico-Tag™ analysis. 

50 kDa protein 
from sea urchin 

8.0 
12.9 
5.4 

15.4 
8.9 
2.9 
4.7 

11.4 
1.1 
7.4 
4.5 
3.6 
2.5 

<1.0 
1.6 
2.5 
1.4 
6.3 

Figures given are mole %, not adjusting for Trp, which cannot be detected by Pi co-Tag ™ 
analysis. Sea urchin figures are from the actual gene sequence [39]. 

Amino acid analyses of some fractions of the molluscan matrix have 
been reported. These include analyses of Mercenaria mercenaria, Mytilus 
california nus, M. edulis, M. veridus, Protothaca grata, Sanguinolaria nuttalli, 
Tagelus californianus and 'llvella argentina [19]; Campeloma decisum, 
Littorina irrorata, Nassarius obsoletus, Pila virens, Polinices duplucatus , 
Pomacea paludosa and Thais floridana [32,33]; Mercenaria mercenaria [13]; 
Crassostrea irredescens, C. virginica, Mercenaria mercenaria, and Nautilus 
pompilius [46]; Neotrigonia margaritacea and Scabrotrigonia thoracica [47]; 
Nautilus repertus [45]; Crassostrea gigas [22]; and C. virginica [54]. None of 
these analyses is of individual proteins, such as those reported here. 
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The composition of the total soluble matrix (Table 3) bears some 
similarity to the spicule matrix from Strongylocentrus purpuratus [5], 
especially in the percentages of Gly, Ala, Ser, Asx, and Glx, which make up 
60% of the two matrix fractions. The amino acid composition of the 95 Iilla 
protein suggests that it may be the acidic fraction often referred to in the 
literature as having an influence on crystallization [1,2,6,44]. Some researchers 
report difficulty in staining these types of acidic proteins [ 45]; however, when 
poor staining was observed in the current study, it was often attributable to 
insufficient protein concentration. Butler et al. [8] was able to stain acidic rat 
glycoproteins with Coomassie blue and Weiner et al. [48] had earlier reported 
staining of Mytilus proteins with Coomassie blue. Comparison of the 95 kDa 
protein with the 50 kDa protein from sea urchin spicules sequenced by Sucov et 
al. [39] (Table 2) shows similar amounts of Glx, Asx and Ala; the only 
significant differences between them are the percentages of Val and Gly 
residues. 

Table 3. Comparison of amino acid compositions of matrix with other proteins. 

amino Insoluble Spider Sea urchin Soluble 
acid matrix dragline silk* spicule matrix** matrix 

Gly 27.8 37.1 21.3 20.5 
Ala 26.1 21.1 8.3 11.6 
Ser 10.9 4.5 12.5 9.3 
Asx 10.6 2.5 11.0 13.0 
Leu 4.9 3.8 4.2 5.2 
Glx 3.5 9.2 12.1 7.5 
Arg 2.6 7.6 2.3 4.4 
Lys 2.5 <1.0 3.3 5.2 
Val 1.9 2.9 1.3 2.5 
Ile 1.6 <1.0 2.5 5.2 
Thr 1.3 1.7 4.4 2.8 
Pro 1.0 4.3 4.5 3.4 
Met <1.0 <1.0 <1.0 1.1 
His <1.0 3.7 3.2 
Cys <1.0 <1.0 2.9 <1.0 

Figures given are mole %, not adjusting for Trp, which cannot be detected by Pico-Tag 
analysis. 
* from Nephila clavipes [27]. 
** from Strongylocentrotus purpuratus [5]. 

Extraction of the insoluble portion of the matrix by grinding, boiling and 
subsequent centrifugation yields more soluble material of the same amino acid 
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composition and calcium binding affinity as that described above for the 
original soluble matrix. Some of the matrix remains insoluble even after these 
additional treatments. The amino acid composition of the insoluble matrix 
(Table 3) indicates a predominance of Gly, Ala, and Ser residues (65%), which 
is characteristic of silk structures. Comparison of the amino acid composition 
of the insoluble matrix to spider dragline silk indicates strong similarities 
(Table 3). This composition is also in good agreement, taking into account 
differences in methodology, with that reported by Hare and Abelson [19] for 
insoluble M. edulis matrix. A beta-sheet structure has been suggested as a 
key scaffolding element in the organic matrix of the shell based on X-ray 
diffraction analysis [49,50], and the composition of the mussel shell insoluble 
matrix reported here supports this hypothesis. 

No chitin has been detected in this insoluble material by hydrolysis and 
gas chromatographic analysis for N-acetyl glucosamine. No glucosamine or 
N-acetyl glucosamine residues, which would indicate the presence of chitin or 
chitosan, were found during GLC analysis of the insoluble material and of 
powdered shell, further supporting the elemental analysis determination that 
the matrix is composed almost completely of protein. This contradicts the 
common assertion that chitin is omnipresent in molluscan organic matrixes 
[28]. 

Of the four primary soluble bands purified, only the 95 kDa protein is 
glycosylated, containing N-acetyl glucosamine and glucose, in a ratio of 1:7. 
Alcian blue staining revealed no evidence for phosphorylated proteins. None of 
the proteins isolated is a periostracal protein. This was precluded by removal of 
the outer shell layer during preparation of the shell material for purification of 
matrix. In addition, a control preparation of periostracum scraped from the 
outer shell revealed two protein bands that do not correspond to any of the 
proteins purified above (Figure 2) and the amino acid composition of the 
isolated proteins bears no resemblance to that reported for periostracin [ 42]. 

Both total soluble matrix and total insoluble matrix bind calcium under 
the assay conditions studied in a weight ratio equal to phosvitin. To confirm 
that the calcium binding observed was not an artifact created by residual 
EDTA in the matrix preparations, a problem noted by others [43,54], both EDTA 
and GLC analysis were used as controls. GLC was able to detect an EDTA 
adduct when EDTA remained in matrix preparations, and the protein 
components which bound calcium were shown to be free of EDTA by this 
method. Matrix components isolated by the acetic acid method behave the 
same in the assays as those prepared by the guanidine-EDTA method, further 
supporting the conclusion that calcium binding observed was attributable to 
protein and not residual EDTA. 
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Figure 2. 'Iris-Glycine SDS reducing 8-16% gradient gel, 125 volts, 90 minutes, stained with 
Coomassie blue. Lane 1 is 2 J.lg periostracal prep, lane 2 is 2 J.lg soluble matrix. 

The 95, 32, and 21 kDa bands gave a positive (blue) response to 
differential staining of calcium binding proteins with Stains-all, while all of 
the proteins used as molecular weight markers gave a negative (pink) 
response. The 200 kDa band did not stain at all with Stains-all, but did stain 
with Coomassie Blue. 

Both total soluble matrix and total insoluble matrix bind calcium under 
the assay conditions studied. This fact suggests that calcium binding is not 
limited to anionic proteins and may involve an ionotropy, a change in affinity 
for calcium resulting from already bound calcium carbonate, as suggested by 
Sikes and Wheeler [36]. It should be noted that the assay used characterizes 
calcium affinity of proteins immobilized on membranes, which may be 
different from calcium affinity of protein free in solution [54] and does not 
incorporate any interactions with other macromolecules that may be present 
in vivo. This immobilization assay may still be more representative of in vivo 
conditions than free solution measurements if it is immobilized protein which 
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initiates crystallization, as suggested by Linde et al. [26]. Aside from 
differences in free solution v~rsus immobilizion conditions for the assay, subtle 
changes in protein conformation under the assay conditions could also impact 
on calcium binding affinity. 

The findings that both the acidic soluble matrix proteins and the more 
neutral insoluble matrix proteins bind calcium, despite differences in amino 
acid composition and functionality, and that chitin is not present in theM. 
edulis matrix, indicate that the in vivo conditions may be more complex than 
suggested by models of matrix~mediated crystallization, which assign calcium 
interaction to the acidic macromolecules and structural support to a chitin~ 
based polysaccharide coupled to a silk~like protein component [51,52]. Further 
research on the structural, temporal and molecular recognition issues 
associated with the matrix macromolecules may reveal that more complex 
interactions, such as between several organic components, may be required to 
mediate controlled crystal growth in molluscan shells. This level of 
understanding may be required before biomimetic approaches to this process 
can be fully realized. 

In the model system, the stearic acid monolayer was used to mimic 
acidic functionality (COO· groups) with a defined spacing (24 A2 in a fully 
compressed monolayer). This is comparable to a protein with acidic 
functionality complexed with a beta-sheet protein, which may be what is 
happening in the natural system. Mann et al. [30] had shown that such a 
model system could selectively nucleate vaterite, the thermodynamically 
favored polymorph of calcium carbonate, over calcite and aragonite, the 
kinetically favored polymorphs. In addition, a change in concentration can 
shift the equilibrium to calcite, but unlike natural calcite, the c21cite nucleated 
in such a system consists of discreet crystals nucleated off the same face [29]. 
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tempe ratu res/mo nolayers 

Figure 3. Percentage of calcium carbonate polymorphs present in model systems. 1=20°C no 
monolayer, 2= 30°C no monolayer, 3=35°C no monolayer, 4= 20°C monolayer, 5=30°C 

monolayer, 6= 35°C monolayer breaking down (see text). 

To determine the strength of this selective crystallization, the present 
study varied the temperature of the nucleation event. Higher temperature 
should favor the nucleation of aragonite over calcite or vaterite, but the 
monolayer was able to shift the equilibrium toward ordered calcite and vaterite 
(Figure 3) except at the highest temperatures, where collapse of the monolayer 
was indicated by the pressure-area isotherm. This implies a temperature 
limitation, that of the breakdown of a given surfactant molecule, on any 
monolayer system used to mimic natural crystallization. However, the ability 
of the monolayer to influence crystallization even under strong kinetic 
pressure suggests that biomimetic crystallization as a route to new ceramics 
may be possible. 
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